UNIVERSITA DI PISA

Dipartimento di informatica

PH.D. THESIS

COMPRESSION TECHNIQUES FOR
LARGE GRAPHS:
THEORY AND PRACTICE

Luca Versari

SUPERVISOR
Roberto Grossi
Universita di Pisa

REFEREE REFEREE
Travis Gagie Daniel Lemire
Dalhousie University Université TELUQ
REFEREE
Kijung Shin

KAIST






ABSTRACT

In today’s world, compression is a fundamental technique to let our computers
deal in an efficient manner with the massive amount of available information.
Graphs, and in particular web and social graphs, have been growing exponentially
larger in the last years, increasing the necessity of having efficient compressed
representations for them. In this thesis, we study the compression of graphs from
both a theoretical and a practical point of view. We provide a new technique to
achieve better compression of sequences of large integers, showing its theoretical
and practical properties, as well as new techniques for practical context modeling
in large context spaces. We conduct a theoretical analysis of the compression of
various models of graphs, showing that theoretically optimal compression for each
of those models can be achieved in polynomial time. Finally, we show how to apply
the proposed techniques to practical graph compression to obtain a new scheme
that achieves significant size savings over the state of the art, while still allowing
efficient compression and decompression algorithms.
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CHAPTER

INTRODUCTION

ATA COMPRESSION is a process through which the number of bits used to

represent information can be reduced. In today’s world, it is an incredibly
important topic both for practical and theoretical pursuits.

Compression can be either lossless, when it allows to reconstruct the input exactly, or

lossy, when it only allows to reconstruct an approximation of the input.

From the practical point of view, most of the services that we use today on the Internet
would be significantly slower, if not entirely unfeasible, without using compression.
Lossless compression, which is used by more than half the websites of the world [47],
allows a 2 — 3x reduction of the amount of bytes for transmitting text content, layout and
behaviour of webpages. Lossy compression of images achieves typically 10x savings
over uncompressed data, and lossy compression of video can be even up to 1000x
more efficient than uncompressed data, even with low information loss. It is thanks to
compression, together with the improved processing power and connectivity that we
enjoy in more modern times, that the Internet as we know it can exist.

From a theoretical point of view, compression is tightly tied with information theory,
which tries to quantify the complexity of a given system. It is also for this reason that the
capability of achieving good compression ratios on a given source has been connected
with our understanding of the source, and the ability to compress of a system has been

used as a measure of its degree of intelligence [73]. This connection between compression
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1. INTRODUCTION

and understanding has also been exploited in perhaps unexpected ways, such as as
part of a measure of level of consciousness of patients in a coma or under the effects of
medication [31].

On the other hand, graphs are one of the most versatile structures in mathematics
and computer science, finding extremely varied applications, from answering questions
on afternoon walks in Prussian towns [45] to building ranking algorithms for search
engines [81] and doing community detection [37, 38].

Graph theory is also an important topic in theoretical research, being a source of
multiple deep results like a quasipolynomial time algorithm for graph isomorphism [9]
and the famous graph-minor theorem [90].

Given the importance of both those topics, the interest in compression of graphs is

self-explanatory. In this thesis, we will focus on the compression of large graphs:

¢ From a theoretical point of view, analyses will be conducted keeping in mind the
asymptotic behaviour of the systems in analysis, and will be focused on aspects of
the theory that are relevant to large real-world networks.

* From a practical point of view, the focus will be mostly on graph classes with hun-
dreds of millions or billions of edges, such as web graphs and social networks [69].

After this chapter, this thesis is divided in two parts. The rest of this chapter contains
an overview of the structure of those two parts, as well as notation and definitions that

are used throughout the thesis.

First part: general-purpose compression

The first part of this thesis presents general techniques for data compression. These
techniques will then be used in the second part of the thesis, and more specifically
in Chapter 7, to obtain a new graph compression method that significantly improves the
state of the art.

Chapter 2 provides an overview of some known techniques for general-purpose
compression.

Chapter 3 introduces a novel integer coding scheme that uses both entropy coding
and raw bits, also giving an analysis of its efficiency on common distributions and a
comparison with other known techniques.

Chapter 4 introduces novel techniques to achieve practical higher-order entropy

coding.
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1.2. Second part: graph compression

The techniques of Chapters 3 and 4 have been partially developed by the author
during the development of JPEG XL [2] and partially for this thesis.

Second part: graph compression

This part of the thesis is dedicated to, specifically, compression of graphs. It provides
both theoretical and practical novel results in the topic of graph compression.

Chapter 5 provides an overview of the state of the art of encoding schemes for large
graphs.

Chapter 6 contains the main theoretical results on graph compression in this thesis,
providing a novel theoretical analysis of various graph models. In particular, it gives
lower bounds on the compressed size of graphs belonging to a specific model and
polynomial-time compression algorithms that match, or almost match, the lower bounds.
Special focus is given to models for sparse graphs. While the results of this chapter
are interesting from a theoretical point of view, they are not necessary for the practical
results in Chapter 7.

Chapter 7 applies the techniques in Chapters 3 and 4 to graph compression, develop-
ing a new compression scheme that achieves significant density improvements compared
to the state of the art. Part of the results in this chapter have been published in [98];
Section 7.4 provides a compression scheme that achieves some further improvements

compared to [98], at the cost of an increase in encoding and decoding time.

Notation and definitions

We denote the base-2 logarithm of a positive number x as log x, and its natural logarithm
as In x, unless otherwise noted. We will assume 0log0 = 0 and 0° = 1 for convenience
of notation.

We will refer multiple times to two families of probability distributions on natural
numbers: the geometric and the Zipf distribution. We remark that the Zipf distribution
is usually defined on a range of positive integers, i.e. {1,...,n}, while the distribution
defined on IN™ is usually denoted as the Zeta distribution. We will use the two terms
interchangeably.

Differently from usual, we define the geometric distribution as the distribution of
the number of failures of a sequence of independent trials each with a probability p of

failing before the first success. It follows that the probability of an integer k is given by
k
pr(L—p)



1. INTRODUCTION

A Zipf distribution with parameter « is a distribution where the probability of an
integer k is proportional to k™*. To ensure that the probabilities sum to 1, we normalize

them using the Riemann ¢ function, defined for all « > 1:

> 1
ne

¢(a) =

n=1

The probability of a given integer k under a Zipf distribution with parameter « is
then k=*Z(a) 1.

A graph G is a pair (V, E) of vertices (or nodes) and edges, with E C V x V. We will
typically assume V to be of the form {1,...,n}. The degree of a node J, is the number
of edges that v belongs to. A sequence of distinct nodes ny, ..., ny is a (simple) path if
(nj,nj11) € E for all i.

A graph can be directed or undirected: in an undirected graph, (u,v) € E < (v,u) €
E; undirected edges are also denoted as {u,v}. If a graph is directed, we make the
distinction of in-degree (6, ) and out-degree (&), the number of edges of which a node is
respectively the first or the second element.

The neighbours of a node v in an undirected graph, denoted by N(v), are all the
nodes that share an edge with v. It follows that | N(v)| = &,; in-neighbours (N~ (v)) and
out-neighbours (N (v)) are defined in a similar way for directed graphs. An adjacency list
for a node is the list of its (out-)neighbours.

A graph is connected if there is a path between any two nodes. A connected component
of a graph is a maximal subset of nodes that is connected. An undirected graph is called
a tree if there is a unique path between any two nodes. Any tree with n nodes has exactly
n — 1 edges. Nodes of degree 1 in a tree are called leaves.

A tree may be rooted in a node, called the root. In a rooted tree, we implicitly assume
edges to be oriented away from the root, and in that case we define, for any edge (u,v),
u to be the parent of v and v to be a child of u.

A forest if its connected components are trees; equivalently, if each pair of edges
has at most one path between them. It follows that the number of edges of a forest of n
vertices is at most n — 1.

When the graph is clear from context and unless specified otherwise, we shall denote
with n the number of nodes of a graph, and with m its number of edges.

When referring to graph representations, we will consider the following scenarios
for access patterns.

¢ Full decompression: Decompress the representation entirely, obtaining the stan-
dard representation of G.
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1.4. Published material

* List decompression: For any given node u € [n], decompress incrementally the

adjacency list of u, while keeping the rest compressed.

e Edge queries: For any given pair of nodes (u,v), determine whether (u,v) € E or

(u,v) ¢ E.

The above scenarios are listed from least to most flexible: indeed, it is always
possible to support list decompression using n edge queries per list (although faster
implementations might be possible), and it is possible to support full decompression

using 7 list decompressions.

Published material

During the course of the PhD, more work was done that is not as tightly related to the

topic of this thesis. For completeness, a full list of publications is reported here:

e Efficient algorithms for listing k disjoint st-paths in graphs. R. Grossi, A. Marino,
L. Versari - Latin American Symposium on Theoretical Informatics, 2018

¢ Tight Lower Bounds for the Number of Inclusion-Minimal st-Cuts. A. Conte,
R. Grossi, A. Marino, R. Rizzi, T. Uno, L. Versari - International Workshop on
Graph-Theoretic Concepts in Computer Science, 2018

¢ Finding maximal common subgraphs via time-space efficient reverse search. A.
Conte, R. Grossi, A. Marino, L. Versari - International Computing and Combina-
torics Conference, 2018

¢ D2K: scalable community detection in massive networks via small-diameter k-
plexes. A. Conte, T. De Matteis, D. De Sensi, R. Grossi, A. Marino, L. Versari -
Proceedings of the 24th ACM SIGKDD International Conference on Knowledge
Discovery & Data Mining, 2018

¢ Listing subgraphs by Cartesian decomposition. A. Conte, R. Grossi, A. Marino,
R. Rizzi, L. Versari - International Symposium on Mathematical Foundations of

Computer Science, 2018

¢ Discovering k-Trusses in Large-Scale Networks. A. Conte, D. De Sensi, R. Grossi,
A. Marino, L. Versari. IEEE High Performance extreme Computing Conference
(HPEC), 2018
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CHAPTER

COMPRESSION CONCEPTS AND
TECHNIQUES

NTROPY is a fundamental concept in data compression, giving a lower bound on
E the amount of bits necessary to represent a given piece of data. In this chapter,

we define the concept of entropy of a random variable, and its application to data
compression in the form of Shannon’s Source Coding Theorem [94].

We then discuss some well-known techniques for encoding a sequence of indepen-
dent, identically distributed random variables (typically positive integers or symbols
from a given alphabet), which is also known as order-0 compression.

Finally, we discuss the concept of higher-order compression, which achieves better
results when compressing a sequence of non-independent random variables, as is often

the case for e.g. text, or graphs.

Entropy of a random variable

Consider the process of flipping a biased coin that has a probability p of obtaining heads.
We define the information content, or surprise, of obtaining heads on such a coin as

I(heads) = —logp

15



2. COMPRESSION CONCEPTS AND TECHNIQUES

Note that the information content of “heads” decreases as p increases. This matches
intuition, since it is less surprising to obtain heads on a coin with a probability of heads
very close to 1.

We then define the information content of obtaining tails as

I(tails) = —log(1 — p)
We can now define the entropy of our coin flip as the expected amount of information
content:

H(coinflip) = ). Pr(e)I(e) = —plogp — (1 - p)log(1l - p)

ec{heads,tails}
Under this definition, the entropy of a coin with p = 0 or p = 1is 0. This matches
intuition as an event that is certain gives no information (or surprise).
We can generalize these definitions to any random event x and any random variable
X.

Definition 1. The information content, or surprise, of an event x is defined as

I(x) = —log Pr(x)

The entropy of a random variable X is the expected value of the information content of X.
For a discrete variable, we have

H(x) = E[I(x)] = ) Pr(x)I(x) = — ) Pr(x)log Pr(x)

xeX xeX

Following the definition, we can compute the entropy for some common random

variables.

* The entropy of a random variable that is uniformly distributed over n values is
H(U,) = logn.

¢ The entropy of a Bernoulli random variable with probability p is, as computed
above, —plogp — (1 — p)log(1 — p). We will denote this value as H”.

¢ The entropy of a subset of n elements in an universe of m elements, chosen uni-

formly at random, is log (7)) = mHw + O(log m)

The fundamental application of entropy to data compression is given by Shannon’s
Source Coding Theorem [94]:

16



2.2. Entropy of a text

Theorem 2 (Source Coding Theorem). With high probability, at least nH (X)) bits are required
to represent a sequence of n i.i.d. random variables with probability distribution X.

One important property of entropy is that it is additive: the entropy of a sequence
of independent random variables is equal to the sum of the entropies of each random
variable.

In the rest of this chapter, we will refer to the redundancy of an encoding scheme:

Definition 3 (Redundancy). The redundancy of a given encoding scheme for a specific source
is given by the ratio between the number of bits used by the encoding scheme and the lower
bound given by the Source Coding Theorem, i.e. the entropy of the source.

It follows that the redundancy is always at least 1. We remark that this definition is
somewhat different from the usual one, where the redundancy is the difference between

the number of used bits and the entropy.

Entropy of a text

Here and in the rest of this thesis, when we mention a text we refer to a sequence of
symbols T = tgt; ... t, of symbols from a given alphabet ..

To define the entropy for a text, we need to define a probability distribution for it.
The simplest definition is that of order 0 entropy, in which we assume every symbol to
be chosen independently of the others.

Typically, we assign to each symbol a probability equal to its frequency. Thus, if we

denote with ng the number of occurrences of s in T, we have

Ho(T) =) _ nslog

n
seXx Ns

However, this definition is not entirely satisfactory, as in most natural languages
symbol choices are not independent: for example, in an English text, the sequence don’
is almost always followed by t.

The concept of higher order entropy models this property. In particular, to define
the k-th order entropy of a text Hy, we consider every symbol to belong to a different
probability distribution depending on the previous k symbols.

Let’s consider, as an example, the text T, = a"b". As a and b appear the same
number of times in T, each of them has a frequency of 0.5, and thus the order 0 entropy

of T}, is

17



2. COMPRESSION CONCEPTS AND TECHNIQUES

Hy(T,) =05n+05n=mn

For computing the order 1 entropy, we divide the symbols in T}, in 3 groups:

* The first symbol in the text: by definition, there is only one such symbol, which

occurs with frequency 1 and thus provides no entropy.

¢ Symbols preceded by a a: there are n — 1 symbols a and one symbol b, for a total
entropy of nH i

* Symbols preceded by a b: there are exactly n — 1 symbols b, which occur with
frequency 1 and thus provide no entropy.

The total order 1 entropy is thus

Hy(T,) = nHn = logn+ (n—1)log ” i 7= logn+O(1)

This value is significantly smaller than the order 0 entropy: this is because T, has a

very specific structure and symbol choices are very far from being independent.

Integer coding

It is common to encode integers that are independently produced with a given distribu-
tion. Multiple encoding schemes have been produced, suited to various distributions;
as a consequence of the Source Coding Theorem, a given encoding scheme that uses
x(i) bits for an integer i is optimal for a distribution where i has a probability of 2~*(), if
27 =1,

All the encodings described in this section will be described in the setting of encoding
positive integers. If it is necessary to also encode 0, the number to be encoded can be
increased by 1.

Unary coding

This is one of the simplest encodings: to encode x, a sequence of x — 1 binary digits 1 is
produced, followed by a single digit 0. It is also common to see the roles of 0 and 1 be
swapped, which doesn’t change the characteristics of the encoding.

Encoding x thus uses x bits: this encoding is optimal for sources for which x has
probability 27, i.e. a geometric distribution of parameter 3.

18



2.3. Integer coding

Rice coding

2.3.3

Rice coding can be seen as a generalization of unary coding. It is defined by a parameter
M = 2k, When k = 0, this procedure defines the same encoding as unary coding.

In general, a number N is encoded by:

N

¢ Encoding [z—kJ in unary, and

* Encoding N mod 2 using exactly k bits.

It follows that encoding N requires [%J + k bits. In general, this encoding can only

be optimal for sequences in which each group of consecutive 2¥ symbols is equiprobable.

However, if we ignore the errors introduced by rounding, we can see that Rice coding
>
suggests that Rice coding is a good choice for geometrically distributed sources where

for a given k is optimal if L J is distributed geometrically with p = 3. This property
each trial has probability of failure of 22%,(

Finally, we remark that it is possible to generalize Rice coding to the case where N is
not a power of two. The resulting coding scheme is called Golomb coding.

Elias 7 coding

All the codes described so far are most suitable for geometric distributions. However,
geometric distributions decrease in probability very quickly compared to many real-
world data streams. Elias vy coding [42] is a code that addresses this issue, being suitable
for numbers that follow a power-law distribution.

The Elias y code for a positive integer N is defined as follow:
e First, |log N| + 1is encoded in unary.
e Then, the lowest |log N| bits of N are encoded directly.

It follows that this encoding uses 2|log N | + 1 bits to represent N; it is thus suitable for
integers distributed in such a way that the probability of N is close to

Z—ZLIOgNj—l 1

~
~

2Nz2

Thus, 7y coding is suitable for integers following a Zipf distribution with exponent close
to 2.

19



2. COMPRESSION CONCEPTS AND TECHNIQUES

Elias ¢ coding

2.3.5

The 7y code [42] for an integer N is defined as follows:
e First, |[log N| + 1 is encoded using Elias 7y coding.
e Then, the lowest |log N| bits of N are encoded directly.

It follows that this encoding uses 2|log|log N | | + |log N | + 1 bits to represent N; it is
thus suitable for integers distributed in such a way that the probability of N is close to

1

272\_10gL10gNJJ7L10gNJ71 ~_ -
2N log® N

This probability distribution decreases more slowly than any Zipf distribution (as the
sum of N~! over the natural numbers diverges, and hence there is no Zipf distribution
of exponent 1). However, Zipf distributions of exponent very close to 1 should be well
represented by Elias J coding.

{ codes

Elias codes provide a good representation for Zipf distributions with exponents close
to 1 and 2. To address the necessity of encoding Zipf distributions with intermediate
exponents, such as ones that are common in web graphs that have an exponent of ~ 1.3,
[23] introduces { codes.

To define this code, we first need to define the minimal binary code of an integer
n € 0,z).

Let s = [logz]|. The minimal binary code of 7 is defined as

e If n < 2° — z, then n is represented as its binary representation using s — 1 bits.

e If n > 2° — z, then n is represented as the binary representation of n — z 4 2° using
s bits.

We remark that, if z = 29, this representation corresponds to usual binary representation
on d digits.

¢ codes are parameterized by a shrinking factor k. To represent an integer N, let /i be
such that N € [2"%,2("+1DK) Then, the representation is given by

* h+ 1 written in unary, and
¢ A minimal binary code of N — 2k with z = 21k _ phk,

20



2.3.6

2.4. Entropy coding

When k = 1, then h = |log N | and 2("*+1Dk — 2k — 2 ‘making the minimal binary code
correspond to the binary code on h digits. Hence, ; is the same as Elias 7 coding.

In the general case, the (; code uses |log N/k+1|(k+1)or [logN/k+1|(k+1)+1
bits to encode an integer N, depending on which of the two different representations
is used for the minimal binary code. This corresponds to an implied probability of

approximately

o (2—(logN/k+1)(k+1)> _e <N—(k+1)/k> _of( 1
NI+
which suggests that {; codes are good for integers distributed with a Zipf law with
exponent 1 + . Plugging in k = 1 gives again the observation that Elias -y codes are

good for Zipf distributions with exponent 2, as expected.

7T codes

7t codes, introduced in [5], allow efficient encoding of Zipf distributions that have an
exponent even closer to 1 compared to { codes. Like ¢ codes, they are also parameterized
by a positive integer k.

The encoding is defined as follows. Leth = 1+ |log N|, and let ] = H—J . The code
is given by

¢ [ written in unary,
e 2k] — i written using exactly k bits, as it is a number in [0, 2F), and
* The least significant |log N | bits of N.

The total number of bits used to represent N is thus k + PHZ#NJ-‘ + |log N |. This
code is hence optimal for distributions where the probability of N is approximately

—logN/2F+log N\ _ 1
®<2 ) _®<N1+2k>

which is the case for Zipf distributions of exponent « ~ 1 + 27k Thus, 7t codes can
encode efficiently Zipf distributions with exponents significantly closer to 1 for a similar
value of k when compared to { codes.

Entropy coding

Entropy coding is a set of techniques that allows us to achieve compression close to the

entropy bound for any probability distribution, as long as the distribution is known in
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2. COMPRESSION CONCEPTS AND TECHNIQUES

advance both on the encoding and on the decoding side of the communication. This typ-
ically implies that the compressed representation should start with some representation
of the probability distributions.

Prefix coding and Huffman coding

Prefix coding represents symbols from a given alphabet X as a sequence of bits, with the
property that for any two distinct symbols s, t € X the sequence of bits that corresponds
to s is not a prefix of the sequence of bits that corresponds to t. This property is usually
referred to as the code being prefix-free.

The advantage of a prefix-free code is the simplicity of the decoding procedure:
indeed, it is sufficient to read one bit at a time from the encoded stream, extending a
sequence of bit values. As soon as the sequence of bit values corresponds to the sequence
associated with a symbol, that symbol can be produced, and the sequence cleared: this
is because there is no ambiguity between the sequence for a symbol or the prefix of the
sequence for another symbol.

However, in practical implementations, usually the decoding procedure uses a table
of size 2¥, where k is the longest length of a sequence, that contains the first symbol to be
decoded for each of the possible combinations, and decoding then proceeds by reading
k bits at a time, looking up the symbol to be decoded, and then advancing the position
in the encoded stream by the correct amount (possibly less than k).

Prefix coding is, by definition, stateless: it is possible to resume decoding from any
symbol boundary in the bitstream, without the need of any extra information. Hence,
prefix codes are well suited for streams that require random access to specific positions
in the encoded data, as the bit position of the starting bit of the required symbol is
sufficient to resume decoding.

There are multiple ways to construct a prefix code for a given distribution of symbols.
Among those, the most well-known is certainly Huffman coding [58], which produces
optimal prefix codes; note that this does not mean that Huffman coding produces an
optimal encoding, but just that no prefix code can have lower cost. It can be described as
follows:

At the beginning, |X| single-node binary trees are created, one per symbol; we de-
fine the size of each of those trees as the number of occurrences of the corresponding
symbol.

* The two trees of smallest size are merged together by creating a new tree that
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contains a root with the two trees as left and right children; the size of the new tree

is the sum of the sizes of the old trees.
¢ The process is repeated until there’s only one tree.

* The code associated with each symbol is given by the path from the root to the
corresponding leaf, where each left branch is represented by a 0 bit and each right

branch by a 1 (or vice-versa).

Other algorithms to build prefix codes are known. Among those, of particular note
is [67], which provides an algorithm to build optimal length-limited prefix codes, i.e.

prefix codes for which the code word for any symbol does not exceed a specified length.

Arithmetic coding

While prefix coding is more flexible than fixed integer codes, it uses an integer number
of bits per symbol; it follows from the definition of entropy that it cannot be optimal
unless —log p € N, i.e. the probability of each symbol is a power of 2.

One possible method to overcome this limitation is arithmetic coding [84]. The main
idea of arithmetic coding is to represent the sequence of symbols as a single number in
[0,1).

To this end, we proceed as follows:
e We initialize the current interval as [0, 1).

* We split the current interval into sub-intervals, with one interval per symbol, and

length proportional to the probability ps of each symbol s.

¢ We replace the current interval with the interval corresponding to the next symbol,

and repeat from the previous step while there’s still symbols to encode.

e Attheend, we pick any fraction with a denominator of the form 2 that is contained
in the final interval; the encoding of the sequence is given by the numerator of this

fraction, represented using k bits.

If we choose ps = 7=, where n; is the number of occurrences of a symbol s and 7 is

the total number of symbols, the size of the final interval is given by

)

SEXL
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2. COMPRESSION CONCEPTS AND TECHNIQUES

loge+1 it follows

Since any interval of size € contains a fraction with denominator 2~
that the total number of bits used by arithmetic coding is at most (ignoring the cost of
encoding the number of bit itself, which is at most an additional logarithmic term)

Mg\ s n
1 logg(n) 1+s;2nslognS
which matches the entropy bound of Section 2.2 up to one extra bit.

In practical implementations, it is of course not ideal to operate with arbitrary
precision floating point numbers. Hence, probabilities are typically rounded to some
arbitrary small value like 2712, and the arithmetic coder is flushed periodically: whenever
the interval becomes sufficiently small, some bits are written to the output stream and
the interval is rescaled by the corresponding power of two. This allows to use arithmetic
coding with integer arithmetic, instead of arbitrary precision floating point arithmetic.
However, even a small interval does not always allow to fully determine the next bits to
be written; it is possible to overcome this issue, but as arithmetic coding is not the focus of
this thesis, we refer the reader to [77] for more detail about its practical implementation.

The case in which |Z| = 2 is particularly simple and efficient to implement in practice,

and is often referred to as binary arithmetic coding.

Asymmetric Numeral Systems

Like arithmetic coding, Asymmetric Numeral Systems, or ANS [41], encode a sequence
s1,...,5, of input symbols in a single number x that can be represented with a number
of bits that is close to the entropy of the data stream. However, compared to traditional
methods of arithmetic coding it can achieve faster decompression speeds, at the cost
of requiring the decoding process to obtain symbols in reverse order compared to the
encoding process.

The encoding process adds a symbol s to the sequence represented by a number x by
producing a new integer
x
E

where M is the sum of the frequencies of all the symbols, F; is the frequency of the

C(s, x) :M{ J + B; + (x mod F)

symbol s and B; is the cumulative frequency of all the symbols before s. The inverse of
this function is
x

D(x) = (s F LMJ + (x mod M) — B, )

where s is such that B; < x mod M < B;;. The decoder can thus reverse the encoding

process, producing a sequence of symbols from x. Notably, decoding does not require
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2.5. Higher order entropy and entropy coding

any division operation (except by M, which is usually a power of 2); moreover, s can be
computed by a lookup in a precomputed table of M elements.

Like all variants of arithmetic coding, practical implementations of ANS do not use
arbitrary precision arithmetic, but rather they keep an internal state in a fixed range
S, 2bS) that is manipulated for each symbol in the stream: when the state overflows,
it yields b bits during encoding; when the state underflows, it consumes b bits when
decoding. For correct decoding, it is required that S is a multiple of M. A reasonable
choice is to set S = 21, M = 212 and b = 16. More details about practical ANS
implementations can be found in [78].

Note that, since the encoding procedure is just the reverse of the decoding procedure,
ANS makes it easy to interleave non-compressed and compressed bits. This is especially
useful when encoding integers using both entropy coding and directly coded bits, as
done in Chapter 3.

Higher order entropy and entropy coding

As entropy coding requires communicating the probability distributions in advance, it
quickly becomes unpractical for higher order entropy coding. For example, to encode
with order-2 entropy coding a typical binary file (which has 256 distinct symbols), it
would be necessary to communicate 65 536 distributions.

Two common workarounds for this issue are:

¢ To use other techniques that can exploit higher order correlations in the source
data; for example, the Lempel-Ziv sliding window compression scheme [106] has
been shown [103] to be asymptotically optimal even for data with higher order
correlations. As another example, the usage of run-length encoding [91], that is,
encoding a repetition count together with each encoded symbol, allows to get rid
of the simplest correlations such as long sequences of repeated symbols. Finally, it
was shown in [61] that applying the Burrows-Wheeler Transform also allows to

compress its input within higher-order entropy bounds.

* To use adaptive probability models, that is, to transmit a small number of probability
distributions that get modified in the same way during the encoding and decoding
process. This is what is done for example in CABAC, in the H. 264 video coding
standard [65].
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CHAPTER

HYBRID INTEGER ENCODING

YBRID INTEGER ENCODING is a novel, general technique to encode integers
H with potentially very large values using a combination of entropy coding and

raw bits. This scheme was initially developed in the context of the JPEG XL
image compression format [2].

Directly applying entropy coding to encode integers from unbounded (or, in practice,
even bounded with very large values) distributions is unfeasible, because it would
require communicating an arbitrary distribution over IN.

To circumvent this issue, a common idea is to have a single entropy-coded symbol
represent multiple integers, and then use additional bits to disambiguate. This idea
dates back to at least the JPEG standard [99].

To the best of our knowledge, Hybrid Integer Encoding is the first encoding scheme
that is parameterized to allow different trade-offs between integer range reduction
and precision of the encoding. Moreover, it is defined analytically, making it suitable
for any range of integers, while previous schemes were defined case-by-case, making
them usable only on a limited range. A similar technique is introduced independently
in [78]; this scheme proceeds by representing the integer in a fixed base (say, base 16)
and representing the first digits using entropy coding; the rest of the digits are then
represented directly. Hybrid integer encoding is more flexible in that it allows increasing

precision for smaller numbers, as well as specifying a number of least-significant bits
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3. HYBRID INTEGER ENCODING

to be represented by entropy coding (for cases where i.e. integers to be encoded are all
even). Moreover, the precision of the approximation is more uniform across the space
of represented integers; more details and an experimental comparison can be found in
Section 3.3.

Hybrid Integer Encoding is defined by three parameters 7, j and k, with k > i 4 j and
i,j > 0. The integer encoding scheme initially described in [2] corresponds to the variant
of Hybrid Integer Encoding withk =4,i =1,j = 0.

In the rest of this chapter we describe the proposed scheme and analyze the perfor-
mance of this method on various distributions of integers, comparing to the specific
integer codes that have been described in Section 2.3. For ease of implementation, we
will restrict the probability distributions to the [0,2%) range.

Encoding scheme

The k parameter defines the number of direct symbols. Every integer in the range [0, 2¥)
is encoded directly as symbol in the alphabet.

Any other integer x > 2 is encoded as follows. First, consider the binary repre-
sentation of x: byb, 1 - - - b1, where b, = 1 is the highest non-zero bit, and p its index
(hence p = |logx| + 1). Identify x with its corresponding triple (m, t,1), where m is
the integer formed by the i bits b, 1 - - - b,_; following by, | is the integer formed by the
rightmost j bits b; - - - by, and t is the integer encoded by the bits between those of m and

I, as illustrated below:

m t 1

—N—
15, 1...by 1By i 1...bj1bj...by

p—i

Clearly, given the triple (m,t,1), we can reconstruct x. We conveniently encode that
triple by a pair (s, t) where s = 28 + (p —k — 1) - 2/ 4+ m - 2/ + I encodes the value of
p>k+1by (p—k—1) 2%, the value of m as m - 2/, and the value of I. By adding 2
to s we guarantee that s > 2k as values of s < 2k represent values of x < 2k directly.

For example, fork = 4,i = 1,and j = 2, the integer x = 211 has binary representation
11010011 (with p = 8) and its corresponding triple is (1,4, 3); it is thus encoded as the
pair (16 +3-8+1-443,4) = (47,4). As another example, whenk =4,i =1landj =1,
the integers from 0 to 15 are encoded with their corresponding symbol s in the alphabet,
and t is empty; 23 has binary representation 10111 and thus is encoded as symbol 17
(the highest set bit is in position 5, the following bit is 0, and the last bit is 1), followed
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3.2. Analysis

Algorithm 1: How to decode an (s, t) pair.

if s < 2* then
L return s;
[+ (s—2F) mod 2/;
i
h+ % T
m < h mod 2%
neh;’" (noten =p—k—1);

return 2"k gy 20tk L 0) 4],

by the two remaining bits 11; 33 is encoded as symbol 21 (highest set bit is in position 6,
following bit is 0 and last bit is 1) followed by the three remaining bits 000.

As for t, it is stored as-is in the encoded stream, just after entropy coding s. Note
that it is possible to compute the number of bits of t from s, without knowing x: this
allows the decoder to know how many bits to read. The procedure to decode an integer
from the (s, t) pair consists of recovering the corresponding triple (m,t,1) and then
reconstructing x, and is detailed in Algorithm 1.

Table 3.1 reports more values of s, t and the number of bits # of t for some combina-
tions of k, i, j.

We remark that the number of entropy coded symbols is logarithmic in the range of
the actual integers to encode; thus, it is necessary to store very few probability values

even when encoding integers with a range of billions.

Analysis

We will now provide an analysis of the compression performance of the given encoding
scheme, both theoretically and with experimental results, including comparisons with

existing schemes.

Theorem 4. The redundancy of Hybrid Integer Encoding with parameters k, 1,0 on a stream of
i.i.d. random variables, where value v has probability p,, can be bounded from above by

a—1i— logzvlelub Po
r = max< 1, max < max .
a>k 0<b<2i | vl —log py

where Iy = [2°+b-277,2° + (b+1) -277).

Proof. By the definition of Hybrid Integer Encoding, for any integer in I, , with a > k

and 0 < b < 2!, we obtain the same value of s, and t has a length of a — i bits.
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3. HYBRID INTEGER ENCODING

4,2,0 4,1,1 2,1,0 2,0,2

s n t S n t s n t s n t

0 0 0 — 0 O — 0 O — 0 0 —
1 1 0 — 1 0 — 1 0 — 1 0 —
2 2 0 — 2 0 — 2 0 — 2 0 —
3 3 0 — 3 0 — 3 0 — 3 0 —
4 4 0 — 4 0 — 4 1 0 4 0 —
5 5 0 — 5 0 — 4 1 1 5 0 —
6 6 0 — 6 0 — 5 1 0 6 0 —
7 7 0 — 7 0 — 5 1 1 7 0 —
8 8§ 0 — 8 0 — 6 2 00 8§ 1 0
9 9 0 — 9 0 — 6 2 01 9 1 0
10 10 0 — 10 0 — 6 2 10 10 1 0
11 11 0 — 11 0 — 6 2 11 11 1 0
12 12 0 — 12 0 — 7 2 00 8§ 1 1
13 13 0 — 13 0 — 7 2 01 9 1 1
14 14 0 — 14 0 — 7 2 10 10 1 1
15 15 0 — 15 0 — 7 2 11 11 1 1
16 16 2 00 16 2 00 8 3 000 12 2 00
17 16 2 01 17 2 00 8 3 001 13 2 00
22 17 2 10 16 2 11 8 3 110 14 2 01
23 17 2 11 17 2 11 8 3 111 15 2 01
24 18 2 00 18 2 00 9 3 000 12 2 10
25 18 2 01 19 2 00 9 3 001 13 2 10
26 18 2 10 18 2 01 9 3 010 14 2 10
27 18 2 11 19 2 01 9 3 011 15 2 10
28 19 2 00 18 2 10 9 3 100 12 2 11
29 19 2 01 19 2 10 9 3 101 13 2 11
30 19 2 10 18 2 11 9 3 110 14 2 11
31 19 2 11 19 2 11 9 3 111 15 2 11
32 20 3 000 20 3 000 10 4 0000 16 3 000
33 20 3 001 21 3 000 10 4 0001 17 3 000
63 23 3 111 23 3 111 11 4 1111 19 3 111
64 24 4 0000 24 4 0000 12 5 00000 20 4 0000
65 24 4 0001 25 4 0000 12 5 00001 21 4 0000
127 27 4 1111 27 4 1111 13 5 11111 23 4 1111
128 28 5 00000 28 5 00000 14 6 000000 24 5 00000

Table 3.1: Token, number of bits and raw bits for some hybrid integer configurations.
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3.2. Analysis

Thus, the probability of the value s corresponding to integers in I, , will be

va

vel,,,b

It follows that encoding an integer in I, ;, will use a total number of bits given by

a—i—log Y po
UEIu,b
For values below 2%, s is sufficient for encoding the integer, so the number of used
bits will be —log p..
Overall, the expected number of bits used by hybrid integer encoding is given by

B=) —pologpo+) ), )} po (a—i—log )3 Pv’)

v< 2k a>k 0<b<2i v€l,p Vel

< ). —pologpe+ ) —rpologpe

v<2k v>k

<r) —pologpe
v
which proves the theorem. O

Corollary 5. For j > 0, the redundancy can be bounded by the maximum redundancy of 2/
streams of i.i.d. variables, each coded with a Hybrid Integer Code with parameters k — j,i,0 and
containing the integers equal to {0, - - - ,2/ — 1} modulo 2/.

Using Theorem 4, we can give an upper bound for the redundancy of Hybrid Integer
Encoding on a geometric distribution with parameter 0 < a« < 1. We recall that in a
geometric distribution p, = a?(1 — «).

We first compute

Z Po = Z a’(1—a)

UEI,,/;, UEIﬂ/b

=(1- a)zxzuzmb Z ol
<20t
. (1 . aza—i)“za+2u—ib

As p, is decreasing, the maximum over I, is achieved on v = 27 +27~/p.
Thus, we can rewrite the formula in Theorem 4 as

a—i—(2942"p)loga —log(1 —a?"")
— (22 +27-ip) loga — log(1 — «)
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3. HYBRID INTEGER ENCODING

Observing that log(1 — a) < log(1 — a?"") <0, and that log « < 0, thus making the

denominator minimum when b = 0, we can bound the given formula from above by

To compute the maximum of this value, we first differentiate (a — i)2~7, observing
that its maximum occurs in i + log e. Thus, the maximum over integers will occur either
fora =i+ 1ora = i+ 2, which both yield 2-(+1). moreover, as a increases beyond
i+ 2, the value of (a — i)27“ decreases.

As a > k, we can state the following

Theorem 6. The redundancy of Hybrid Integer Encoding with parameters k,i,0 when encoding
a geometric distribution with parameter w is at most

2—(i+1)

_ieier ksie
rzx,k,i = 1 (kii)z—k .
+ og 1 otherwise

We now consider the case of a generic decreasing probability distribution. If we define

Pap = Poaype-ip and Pob = Poajei(pi1)—1, it follows that

Z Po > za_iﬁa,b

UEI,,,,?

Thus, we can state

Theorem 7. The redundancy of Hybrid Integer Encoding with parameters k, i,0 when encoding
a decreasing distribution is at most

max 108 fap

a>k logpap
0<b<2!

Applying this theorem, we can also obtain a bound for Zipf distributions:

Theorem 8. The redundancy of Hybrid Integer Encoding with parameters k,i,0 when encoding
a Zipf distribution with parameter « is at most

log(1+277)

<1
Taki > + kot logg(a)
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Proof. We have
Pap = (2" +277'0) g ()

and
Bup = (20426 + 1)~ 1)C (@)
Thus,
e 19BPun _ | wlog(27 +2°7 (b 1) 1) + logZ(w) _
a>k logpPap >k alog(27 +27-1p) +log T (a)
0§b<2i 0§b<2’
 max 14 110827427 (b 1) — 1) —alog(2" +27h) _
B wlog(2% +-27-b) +log ¢ («) N
0<b<2!
log 242 "(b+1)—1
=14+ max & i ip _

a>k log(za +2a—ib) + log {(a)

0<b<2! ®
2011
_, log (1+855%)
=1t mfi?( a a—i logl(a)
azk Jog(28 + 20-ip) =51

0<b<2! a
log (1 - 2”;;_1)
= g B
a2k Jog2® 4 ===
log (1+27"—279)
=1 max log (@)
ks a—+

4
log(1+277)
k+ logg(‘x)

<1+

O

We remark that the bounds obtained here are not especially tight: for example, for
k =4,i =2 and a = 2, they predict a redundancy of about 7.3%, while the results of
the experimental evaluation show an actual redundancy of about 0.6%. Nonetheless,
these bounds serve the purpose of showing that it is possible to achieve redundancy
below any constant greater than 1 with the Hybrid Integer Encoding scheme for these
two distributions.

Experimental results

We now report the results of an experimental comparison of the Hybrid Integer Encoding
scheme on a sequence of 107 i.i.d. integers with geometric (in Figures 3.1, 3.2 and 3.3)
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—hyb-Huff ——hyb-ANS ---- unary --- Ricel
- - Rice2 — — Rice3 — -Rice4 — -Riceb

redundancy

Figure 3.1: Redundancy of Hybrid Integer Encoding, compared to Rice codes, on a
geometric distribution for various values of p.
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- O - 03 = —- & — s
—hyb-Huff —hyb-ANS ---- Eliasy  —— Elias

redundancy

Figure 3.2: Redundancy of Hybrid Integer Encoding, compared to { and Elias codes, on
a geometric distribution for various values of p.
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--- m -- m —— T3 —- T — T
—hyb-Huff ——hyb-ANS .- Eliasy  —-- Elias 6

redundancy

Figure 3.3: Redundancy of Hybrid Integer Encoding, compared to 7t and Elias codes, on
a geometric distribution for various values of p.
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—hyb-Huff ——hyb-ANS ---- unary --- Ricel
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Figure 3.4: Redundancy of Hybrid Integer Encoding, compared to Rice codes, on a Zipf
distribution for various values of «.
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--- oo -- 3 —= —- — e
—hyb-Huff —hyb-ANS ---- Eliasy --- Elias
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Figure 3.5: Redundancy of Hybrid Integer Encoding, compared to ¢ and Elias codes, on
a Zipf distribution for various values of «.
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Figure 3.6: Redundancy of Hybrid Integer Encoding, compared to 7t and Elias codes, on

a Zipt distribution for various values of .
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3. HYBRID INTEGER ENCODING

and Zipf (in Figures 3.4, 3.5 and 3.6) distributions respectively, compared with Rice, {,
7 and Elias  and 6 codes. The distributions were cut at the threshold of 232, i.e. no
number higher than 232 was generated.

The Hybrid Integer Encoding scheme was combined with either Huffman coding or
with ANS coding for encoding the symbols, using as parameters k = 4,i = 2,j = 0.

Hybrid Integer Encoding combined with ANS always has redundancy extremely
close to 1, thanks to the possibility of using fractional bits per symbol.

On the other hand, Huffman-based Hybrid Integer Encoding can have higher re-
dundancies for very skewed distributions, but has always the lowest redundancy of
all the encoding schemes that use an integer number of bits per value. In particular, it
always matches unary and Rice coding those geometric distributions where the codes
are optimal.

We also measured the decoding speed of hybrid integer encoding, comparing against
the v and 6 coding implementations in https://github.com/jacobratkiewicz/
webgraph. We found that the extra computation required does not significantly affect
decoding speed, as for all the integer coding methods the single-threaded decoding
speed is between 6 and 8 nanoseconds per integer on a 32-core AMD 3970X CPU (with
SMT enabled) with 256GB of RAM.

A possible implementation of Hybrid Integer Coding is provided in Figure 3.7. This
implementation assumes that classes for reading and writing both raw and entropy-
coded bits are available.

It can easily be seen that the decoding process just requires simple arithmetic, shifts
and bit reading, which are readily available on most modern processors. On more
constrained environments, such as low-powered microcontrollers that do not have a
barrel shifter, we expect that implementing hybrid integer decoding might be more
problematic; nonetheless, such microcontrollers are becoming less and less common.

As for the implementation of the encoder, the situation is similar to the decoder,
except for the additional required FloorLog2 operation; this operation is once again
readily available on most modern CPUs (in particular x86 and arm), and can be easily
emulated otherwise.

Finally, we compare Hybrid Integer Coding with the method proposed in [78]. For
this comparison, we will use base 16 and we will encode just the most significant digit
in base 16 using entropy coding, as is done in [78]. This corresponds to, on average,
encoding ~ 2.26 bits below the most significant bit with entropy coding (0 bits when the
first digit is 1, 1 bit for 2 — 3, 2 bits for 4 — 7 and 3 bits for 8 — 15); accordingly, the closest
corresponding Hybrid Integer Coding setting is 4, 2,0, which fully entropy encodes
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3.3. Experimental results

class HybridIntegerCoder ({

public:
void Encode (uint32_t value, BitWriters writer) const {
if (value < (1<<k)) {
writer->EntropyEncode (value);
} else {
uint32_t n = FloorLog2 (value);
uint32_ t m = value - (1 << n);
uint32_t high_bits = m >> (n - 1i);
uint32_t low_bits = m & ((1 << J) - 1);
uint32_t token = (1<<k) + ((n - k) << (1 + J)) +
(high_bits << j) + low_bits;
uint32_t nbits = n - 1 - 3;
uint32_t bits = (value >> J) & ((lUL << xnbits) - 1);
writer->EntropyEncode (token);
writer->Write (nbits, bits);
}
}
uint32_t Decode (BitReader* br) const {
uint32_t token = br->EntropyDecode();
if (token < (1<<k)) return token;
uint32_t nbits = k - (i + 3J) +
((token — (1<<k)) >> (1 + 7J));
uint32_t low_bits = token & ((1 << j) - 1);
token >>= j;
uint32_t bits = br->ReadBits (nbits);
uint32_t high_bits = (1 << i) | (token & ((1 << i) - 1));
return (((high_lbits << nbits) | bits) << j) | low_bits;
}
uint32_t k = 4;
uint32_t i = 2;
uint32_t j = 0;

Figure 3.7: A possible implementation of Hybrid Integer Coding.

numbers up to 16 and entropy codes the highest two bits after the most significant one

for larger numbers.

Results are reported in Figures 3.8 and 3.9. The two schemes result in very similar

performance; however, Hybrid Integer Coding has better performance (up to 0.6 — 0.8%

better) on geometric distributions with small p, and worse performance (up to 0.3%) for

Zipf distributions with very large a, where the effect of the larger average number of

entropy coded bits is more pronounced.
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—— Huffman
— ANS
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p

Figure 3.8: Ratio of encoded size between Hybrid Integer Encoding and the method
proposed in [78], on a geometric distribution for various values of p. Values smaller than
1 correspond to a smaller size for Hybrid Integer Coding.
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Figure 3.9: Ratio of encoded size between Hybrid Integer Encoding and the method
proposed in [78], on a Zipf distribution for various values of a. Values smaller than 1
correspond to a smaller size for Hybrid Integer Coding.
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CHAPTER

NOVEL TECHNIQUES FOR
HIGH-ORDER ENTROPY CODING

O MAKE HIGH-ORDER ENTROPY CODING MORE PRACTICAL, we propose two
Ttechniques which, to the best of our knowledge, have not been explored in
the literature: context clustering and decision-tree-based context modeling.

In this chapter, we will denote context space (C) the space of all the possible contexts for
a symbol, X the set of all possible symbols, P, the set of all the probability distributions
on X, and c(s) the context associated with a given symbol s.

We will also make the simplifying assumption that encoding the probability of
a given symbol requires a fixed number of bits b, and thus encoding a probability
distribution requires |X|b bits. In most real-world encoding schemes, this is not the case,
but the rest of the chapter is substantial unchanged even with more complex distribution
cost models; thus, for simplicity of exposition, we will use this trivial cost model.

The problem of communicating the probability distributions of each symbol can
be seen as the problem of encoding a function d : C — Px; in the most general case,
corresponding to trivial order-k entropy coding, encoding d requires O(|C| - || - D) bits.

In the example from Section 2.5, order-2 entropy coding of a binary file, ¥ =
{0,...,255},C = X2 and c(s) is the pair formed by the two bytes preceding s. Assuming
b = 12, as is often the case when using arithmetic coding, the cost of transmitting the dis-
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Figure 4.1: An example of histograms for the two context values a and b on the alphabet

{0,1,2}.

tributions in the most trivial way would be approximately |Z|? - |Z| - 12 = 201326592 ~

25 megabytes, making order-2 entropy coding unfeasible for files that are not extremely
large.

Context clustering

The idea behind context clustering is simple: as distributions are significantly expensive,
we can reduce the number of distributions to encode by splitting d in two parts:

cd:C—{0,...,k—1} dc:{0,...,k—1} = Pg
d=dcocl
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4.1. Context clustering

Algorithm 2: Context clustering algorithm. Returns an array of context clusters.

cm < ¢ € C such that H(c) is maximum;
S+ {cm};
while |S| < min(k, |C|) do
dx < minces D(h(c), h(x));
cm < ¢ € C\ S such that d, is maximum;
S+ {cm}tUS;
G« [{c} force S};
foreachc € C\ S do
m < i such that D(h(c),h(G[i])) is minimum;
L Gli] < Gliju{ck;

return G;

The values 0, ...,k — 1 effectively correspond to a cluster of context values, and
distributions are assigned to clusters instead of specific context values. It is easy to see
that the cl function can be encoded using O(|C| - log k) bits, and the dc function requires
O(k - |XZ| - b) bits. Thus, this scheme achieves a significant reduction of distribution cost
when |C| is large (as typically logk < |Z| - D).

We will denote with h(c), for ¢ € C, the histogram of values x such that c¢(x) = c.
We denote by h(ay,...,a,) the histogram obtained by pointwise adding the counts of
all the symbols in h(ay), ..., h(a,); finally, we will denote by H(ay, ..., a,) the cost in
bits of encoding all the symbols that have a4, ..., a, as a context, i.e. the entropy of the
distribution defined by h(ay, ..., a,) multiplied by its total symbol count.

As an example, Figure 4.1 shows histograms for two distinct context values a,b on a
3-symbol alphabet. We have that

14 14 14
H(a) = 810g§ +410gz +210g7 ~ 19.30

1 1 1
H(b) = 2105573 +310g?3 +810g§3 ~ 17.35

27 27 27
H(a,b) = 10log o7 7log -+ 101og 0~ 42.29

Once cl is known, how to choose dc is obvious: it is simply, for each cluster, the
histogram obtained by merging the histograms that belong to the cluster.
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Heuristic algorithm

We will now present a heuristic algorithm to choose c! for a fixed value of k, with running
time O(|Z| - |C] - k).
We first define a distance between two histograms /(A), h(B) as follows:

D(h(A),h(B)) = H(AUB) — H(A) — H(B) > 0

Clearly, D can be computed in O(X) time. From the example above, we can see that
D(h(a),h(b)) = H(a,b) — H(a) — H(b) ~ 5.64.
The algorithm, detailed in Algorithm 2, proceeds with the following steps:

1. Pick the element ¢; from C such that H(c¢;) is maximum.

2. Pick the element c; from C \ {cy,...,c;_1} such that min;; D(h(c;), h(c;)) is maxi-
mum.

3. Repeat the previous step until k elements have been chosen.

4. Assign each element c € C to cluster i if D(c, ¢;) is minimum among the choices of

i; replace ¢; with ¢; U {c}.

As described, the second step of the algorithm needs to evaluate O(k?|C|) times the
function D. However, as the minimum is computed over an increasing set that has
maximum size k, it is easy to see that only O(k|C|) evaluations are necessary. Indeed,
we can keep track, for every ¢ € C, of the minimum of D(h(c), h(c;)) for every selected
¢;, and compute the distance of every ¢ € C from each newly selected histogram and
update the minimum if necessary.

The algorithm described here is reminiscent of a deterministic version of the ini-
tialization step of k-means++ [6]. However, the D function is not one of the common
distance metrics (||x — y||') that are known to guarantee good results for k-means++,
and the problem being solved is not quite equivalent to k-means clustering. Nonetheless,
given the similarities of the two problems, it seems reasonable to state the following

conjectures:
Conjecture 9. It is NP-complete to decide whether there exist two functions cl and dc such that

* The cost of encoding the input text using (dc o cl)(c(x)) as the distribution for encoding
x is below a threshold t.

* cl only produces k distinct values.
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Figure 4.2: An example of a context tree CT. Dashed arrows correspond to branches that
are taken if the condition is false; x,, corresponds to the value of the n-th dimension of
the context value. Hence, the root of the tree in the figure will choose the left child if
dimension 2 of the context value is strictly positive, and the right child otherwise.

Conjecture 10. There is a randomized scheme for selecting a new element from C that achieves
in expectation a O(log k) approximation of the true optimum of context clustering.

The second conjecture follows from the fact that the initialization step of k-means++
is a O(log k) approximation, as shown in [6].

Decision-tree-based context modeling

When C is very large, encoding the cl function can still be prohibitively expensive. We
now present another representation of the c/ function that has the interesting character-
istic of not requiring space proportional to |C]|.

This technique assumes, as is often the case, that C is a product of intervals of integers
I; x - - x I; this then produces a decomposition of ¢ € C given by ¢ = (x1,...,xp).

We define a binary tree CT where:

¢ Each inner node contains an index i and a threshold t.
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* Each leaf node contains a clustered context ID, similarly to the output of cl.

An example is given in Figure 4.2.

Then, we can define a function fcr(c) that is computed by traversing the tree; when
visiting an inner node, the traversal proceeds left if x; > t, and proceeds right otherwise.
When a leaf is reached, its clustered context ID is produced as the output of tcr(c).

Note that more complex decision nodes are possible, for example nodes that contain
a weight vector w € IR" and pick the right or left child based on the value of w - x.

This context modeling technique can be seen as a generalization and modification
of the Context Tree Weighting scheme in [102], which defines an adaptive scheme for
encoding probabilities of bits. In particular, a binary tree is maintained during the
encoding (or decoding) procedure, where level k of the tree is traversed according to the
k-th previous bit in the encoded stream. The probability used for encoding the next bit
is then given by the product of all the probability along the root-leaf path; moreover, the
probabilities are modified during the coding process.

The scheme proposed here differs in multiple ways:

e Itis static and not adaptive, i.e. probabilities don’t change over time; this requires
transmitting the tree itself together with the data, but generally allows a faster

decoding process.

¢ Itis meant to encode integers and not just single bits, thus requiring full probability
distributions; on the other hand, this significantly reduces the number of entropy

decoding operations necessary.

e It is more general, allowing arbitrary decision nodes instead of just using the k
previous bits. In particular, it allows having nodes on the same level that decide
based on different conditions.

Let |CT| denote the number of inner nodes of the tree, k denote the number of
possible context IDs, and s denote the maximum size of the intervals that compose C, i.e.
|I;| <s. Then the function d = dc o tcr can be encoded using O(|CT| - (logn + logs) +
(|ICT|+1)logk + k- |X| - b) bits, where the first term is given by the cost of encoding the
inner nodes, the second term by the cost of encoding the leaves, and the third term by
the cost of encoding the dc function.

It is thus important to consider the problem of constructing the decision tree that
minimizes the resulting data encoding cost among those that have at most a given
number of nodes and of different context IDs.
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Given the multiple hardness results for constructing optimal cost decision trees in
the literature [66, 33], we state the following

Conjecture 11. Determining whether there exists a decision tree CT and a function dc such
that

e The cost of encoding the input text using (dc o tcr)(c(x)) as the distribution for encoding
x is below a threshold t

* The number of inner nodes of the tree is at most n;

* The leaves of CT contain at most k distinct values

is NP-complete, and it is still NP-complete if we take k = oo.

We now give algorithms for the optimization version of the above problem in some
interesting special cases. In the rest of this section we will assume that the 7, non-empty
histograms for the context space are given in a sparse form, i.e. that it is possible to list
all the values of c for which the corresponding histogram of values is non-empty, and to
retrieve the histogram corresponding to a given c in constant time. This could be done,
for example, by keeping the values of ¢ with non-empty histograms in a cuckoo hash
table [82].

Optimal algorithm forn =1,k > ny

Theorem 12. The optimal decision tree problem can be solved in O(s2(|Z| + n;)) time when
n=1andk > n;.

Proof. We will assume without loss of generality that in this case C = {0,...,s —1}. We
first compute, for every 0 <i < j <s, H;; = H(i,...,j — 1). By computing prefix sums
of histograms, this can be done in O(s?|Z|) time.

We now find a sequence cy, . . ., ¢ of split points such that k < n; and Hy¢, + - +
H,, ,s—1 is minimum. It is then straightforward to build an optimal decision tree
that satisfies the requirements of the problem from this sequence, by using each c; as
thresholds for the decisions.

We solve this problem via dynamic programming; Algorithm 3 contains a more
detailed description. In particular, let C(i, j) be defined as the minimum cost of encoding
the symbols corresponding to context values {0, ...,i — 1} using at most j split points.
Then
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Algorithm 3: Optimal decision tree polynomial-time algorithm for n = 1 and

k > n;.

fori=0...s—1do
hist «+ @;
H; < 0;

forj=i+1...sdo
hist <— hist U {j — 1};
Hi,j <— H(hzst),

C7<— array with s X n; entries;
fori=10...sdo

| C(i,0) + Hy,;
forj=0...n;do

L C(O,?’lt) — 0,‘

forj=1...n;do
fori=1...sdo
| C(i,]) « minge; (Hy; + Clk,j - 1));

splits < &;
p<s;
n is such that C(s, n) is minimum;
while n > 0and s > 0 do
k is such that k < s and Hy, + C(k,n — 1) is minimum;
splits < {k} U splits;
p<k;
n<+<n-—1;

return a decision tree using the values in splits as decision nodes;

e C(i,0) = Hy, as this corresponds to encoding all the first i contexts together.
* C(0,j) = 0, as this corresponds to encoding an empty sequence.

e C(i,j) = ming; (Hi; + C(k,j — 1)): the function inside the minimum is the cost
of having the last split point before position i in position k, which covers all

possibilities.

The minimum cost is then given by min;<,, C(s, ), and the set of splits that produces
this minimum cost can be easily reconstructed by backtracking through the optimal
choices done while computing the dynamic programming table.

The dynamic programming table has O(s - 1;) states, and computing the value of
each state can be done in O(s) time. Thus, this part of the algorithm runs in O(s? - ;)

50



4.2.2

4.2.3

4.2. Decision-tree-based context modeling

time, proving the thesis. ]

Optimal algorithm forn; =1

Theorem 13. The optimal decision tree problem can be solved in O(n(s + ny,)|X|) when ny = 1.

Proof. We first observe that, as the decision tree can have only one node, we can reduce
ourselves to the case n = 1 without loss of generality. The optimal solution for the
general case can be then obtained by running the given algorithm along each dimension
of C separately, and taking the tree of minimum cost among the n optimal trees for each
dimension.

Note that the cost of considering a single dimension at a time is O(ny|X|), corre-
sponding to the cost of merging together all the histograms that correspond to the same
value along that dimension.

Along each dimension, by applying the dynamic programming algorithm we can
immediately get an algorithm with cost O(s?|Z|).

However, by observing that a single split divides the context space in a prefix and
a suffix, we can limit ourselves to computing Hyj and H;s for 0 < j < s; the optimal
solution will then be the j that minimizes Hy; + H;, for a total time cost of O(s[X[). [

Heuristic algorithm in pseudolinear time for n = 1

In some cases, s may be too large for the proposed algorithm for n = 1 to be practical.
Thus, we present an heuristic algorithm for the n = 1 case that runs in pseudolinear

time (a detailed implementation is available in Algorithm 4).

* Create a sequence of intervals [; = [i,i + 1) fori =0,...,5s — 1.

¢ Keep all pairs of adjacent intervals in a min-heap, sorted by the cost increase
of merging the pair together (i.e. by D(h(I;), h(Ii+1) = H(I; cupliy1) — H(I;) —
H(Ii41))-

* Merge together the pair of intervals of lowest cost, and update the cost of merging
the new interval with its neighbors.

* Repeat the previous step until at most n; 4 1 intervals are left.

¢ Build a tree using the boundaries of those intervals as thresholds for decision
nodes.
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Algorithm 4: slog s heuristic for n = 1 and k > n;.

H < empty min-heap;
splits < [1,...,s —1];
fori=0...s —2do
Cijvz < H([i,i +2)];
insert C; ;4 in H;

while |splits| > n; do

Cop 4= pop_heap(H);

erase the only 7 in splits such thata < i < b;
if dx € splits : x < a then

x <~ maxx € splits : x < a;
erase C,; from H;

Cx,b A H([X,b)];

insert C, ; in H;

if Jy € splits : y > b then

y < miny € splits : y > b;
erase C;, from H;

Cay < H([a,y);

insert C,y in H;

return a decision tree using the values in splits as decision nodes;

It can easily be seen that the computational cost of this algorithm is given by O(s|X|)
for computing the costs of histogram pairs plus O(slogs) for maintaining the heap, for
a total cost of O(s(logs + |X])).

Heuristic for the general case

We conclude with a simple greedy algorithm to solve the general case of the optimal
decision tree problem; the algorithm proceeds by recursively splitting the context space
in two by finding the best single split using the algorithm described in Theorem 13.
When a candidate split is found, it is put into a max-heap that uses the gain of the split
as a key, and a tree is built by recursively expanding the most promising split. The
algorithm stops when the desired number of nodes has been reached.

We remark that, in practical usage, n; is not an actual problem constraint, but we
seek to find the tree that achieves the best balance between compression gains and cost
for encoding the tree itself. To this end, we can modify the previous algorithm slightly
to make the recursion stop when the gain of performing a split is too small to offset the

increased decision tree cost, rather than when a given number of nodes is reached. This
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4.2. Decision-tree-based context modeling

Algorithm 5: Decision tree construction heuristic.

Function FindTree (C):

Xp, 0 < best single-node condition from Theorem 13;
C; < cost of encoding with a leaf-only tree;

Cs < cost of encoding with a tree with x, > v condition;
if C; — Cs > thres then

root.dimension <— p;

root.thres < v;

Cr <+ Cn{x, >0},

root.left <— FindTree (C;);

Cr—CNn{x, <o},

root.right < FindTree (C;);

return root;

return leaf;

algorithm is presented in Algorithm 5, and used in the experiments in Section 7.4.
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CHAPTER

COMMON TECHNIQUES FOR GRAPH
COMPRESSION

OMPRESSION OF LARGE GRAPHS is a well-studied problem, and multiple dif-
ferent techniques have been applied. This chapter gives an overview of the
main techniques that have been used in the literature for graph compression.
We will broadly classify compression techniques in primitive and derivative, where the
second class is composed mainly of techniques that apply transformations on the input
graph to obtain one or more different graphs that are then compressed with existing
methods.
We can identify the following main groups of techniques for primitive graph com-

pression:

¢ Raw link encoding: schemes that encode adjacency lists directly, without exploiting

correlations between separate lists.

¢ Grammar- and dictionary-based: schemes that exploit recurring patterns by re-

placing them with a single object, possibly in a recursive way.

¢ (lass-tailored: schemes that are optimal for a specific class of graphs, such as trees

or planar graphs.
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5. COMMON TECHNIQUES FOR GRAPH COMPRESSION

* Tree-based: schemes that build a tree that represents the adjacency matrix of the
graph and encode the tree efficiently.

¢ Copying models: schemes that use other adjacency lists as a reference for encoding
a given list, or encode together multiple lists with their local variations.

In the derivative approaches, we identify two main groups:

¢ Graph decomposition: schemes that split the input graph into multiple graphs
that are encoded separately, but are better compressible.

¢ Graph permutation: schemes that permute the order of the nodes in the graph to

achieve better compressibility.

For an overview of graph compression approaches that are focused on graphs with
very specific structures, approaches for compression of labeled graphs where the links
and labels are very heavily structured (such as RDF graphs), and application of graph
compression in the context of, i.e., graph databases, we refer the reader to [12].

Raw link encoding

Raw link encoding is one of the simplest ways to represent a graph. The well-known
Compressed Sparse Row matrix representation format may be considered one such
representation, in which every destination node of outgoing edges of each node is
represented using [log 1] bits, all such lists are concatenated in the order in which nodes
appear in the graph, and an auxiliary structure with n [log n]-bit entries is used to store
the degree of each node. This representation uses a total of (1 + m)[log n| bits, and can
be considered a baseline for compressed representations.

The Connectivity Server [14, 27, 100] can be seen as the first substantial improvement
over the CSR scheme mentioned above, applying the well-known technique of gap
coding to the list of outgoing edges of a given node. More precisely, instead of storing
the index of the destination node, the Connectivity Server stores the difference between
the index of destination node i + 1 and the index of destination node i, after sorting the
edges in increasing order of destination node. This typically results in a significantly
reduced magnitude of numbers to be encoded, which benefits integer coding schemes
that use a variable number of bits per edge.

Another technique to reduce the magnitude of the encoded numbers is explored
in [54], which observes that often links in large graphs cross a small number of nodes;
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a possible encoding scheme would thus encode the difference between the end node
and the source node. The scheme proposed in [54] uses Huffman codes for short edges,
falling back to fixed-length 16 or 32 bit codes for longer edges.

In [7], an improvement over Connectivity Server was achieved thanks to the observa-
tion that many parameters in web graphs follow a Zipf distribution; this observation has
been exploited in multiple compression schemes. Moreover, it was observed to be true
in other kinds of networks too, like social networks or brain connectivity networks [29].

Another important observation for compression purposes comes from [89]: web
graphs often have the properties of locality and similarity. In other words, if one considers
nodes in the web graph sorted by URL, it will often be the case that many links point to
nearby pages, and that nearby pages point to the same destinations. The first property in
particular explains the success of gap coding, while similarity provides a good theoretical
foundation for copying models. As with the power-law distribution characteristics of
web graphs, locality and similarity are also present in other classes of large graphs [34].

More recently, LogGraph [13] proposes a couple of variations on the raw link encod-
ing framework, using per-node fixed length integer representations for high performance
access, or storing out-edges in a multipart representation that is composed of a shared
prefix, common to multiple edges, and a per-edge suffix. This approach is also combined

with permutation schemes to maximize the compression savings.

Grammar- and dictionary-based

Grammar- and dictionary-based approaches exploit the occurrence of common patterns
in large-scale graphs.

Inspired by the text compression algorithm Re-Pair [68], [36] proposes to exploit
common pattern in the adjacency lists of a graph by considering adjacency lists as a
sequence of symbols, and then replacing the most common pair of consecutive symbols
with a single new symbol, memorizing in a dictionary the replacement rule. The
process is repeated until no pair appears at least twice; the resulting dictionary is
then compressed to improve storage requirements.

This approach does not directly exploit the linked structure of graphs. GraphRe-
Pair [74] overcomes this limitation by applying the same kind of approach to pairs of
edges, instead of entries in the adjacency list.

The representations described above are recursive in nature, representing the graph
in a tree-like structure that contains the edges as leaves. In contrast, the virtual nodes
approach of [28] proceeds by doing a structural modification on the graph itself: for
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any virtual node v, the presence of a pair of edges (a,v) and (v, b) corresponds to the
presence of edge (a,b) in the original graph, so that each virtual node represents as many
edges as the product of its in- and out-degrees. The compression algorithm proceeds by
finding complete bipartite subgraphs, representing them with virtual nodes, and finally
compressing the resulting graph using Huffman coding.

This kind of structural modifications of the graph also have the attractive property
of being able to run many algorithms directly on the compressed representation of the
graph [62], often with a computational cost proportional to the size of the compressed
representation instead of the size of the graph itself.

Class-tailored

Multiple algorithms have been proposed to compress specific families of graphs down
to the corresponding information-theoretical lower bounds.

Algorithms are known to compress a tree of n nodes using 2n + o(n) bits, while
supporting efficient navigation. More details about tree compression are given in
Subsection 5.3.1.

Other algorithms are known for compressing planar graphs, graphs of bounded
genus, or k-page graphs in O(n) space. As a generalization, [17] proposes a scheme
that uses O(n) bits for any c-separable class of graphs (¢ < 1), i.e. any class of graphs
such that there exists a set of O(n¢) nodes that creates two connected components of
approximately equal size when removed. This result was then improved to optimal
compression in [18].

Other approaches exist that are able to compress any graph, but get close to optimality
on specific classes. For example, [48] generalizes a compressed tree representation
(LOUDS [59]) to be able to compress any graph, but the compression density degrades
quickly as the number of edges in the graph increases.

Another interesting approach is the one in [75], which is particularly suited for
Eulerian graphs. More precisely, it is based on storing a linearized version of the graph;
this representation has the same length as the number of edges of the graph if the graph
is Eulerian, and is longer otherwise. Moreover, it allows retrieving both forward and
backward edges for the same computational cost.

Compression of trees

We consider two kinds of trees: labeled trees, and unlabeled trees.
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As proven in [32], the number of labeled trees on n nodes is n"~2. Moreover, there is
a simple bijection [86] between a tree and its Priifer sequence, a sequence of n — 2 numbers
in [0, n) that is obtained by iteratively removing the lowest-label leaf in the tree and
appending the label of its parent to the sequence. It follows that it is possible to compress
a labeled tree in (n — 2) logn bits. Other compressed representations of labeled trees
exist, such as [85], supporting various queries directly on the compressed representation;
however, an in-depth study of this topic is out of the scope of this thesis.

Regarding unlabeled trees, we consider the case of ordered trees, which is the class of
trees that have a distinguishable root node; we also consider two trees to be different if
the order of child subtrees differs.

There is a vast amount of literature [59, 79, 88, 11, 60, 93] on the compressed represen-
tation of such trees, using 2n + o(n) bits (which, as we will shortly see, is asymptotically
optimal). For the purposes of this thesis, it is sufficient to see that there is a simple
bijection between an ordered tree on n nodes and a sequence of balanced parentheses of
2n — 2 parentheses, i.e. sequences where every open parenthesis has a corresponding
closed parenthesis according to the usual rules.

Indeed, consider a depth-first traversal of the tree, that visits children of a node in left-
to-right order. During this visit, we add an open parenthesis to our sequence whenever
we visit a new node, and a closed parenthesis whenever we are done visiting a subtree
and move back to the parent node. It is clear that the sequence of parentheses obtained
this way is balanced, and that any sequence of balanced parentheses corresponds in turn

to an ordered tree.

Hence, ordered trees on n nodes can be compressed in 2n — 2 bits in linear time.
Since any unlabeled tree can be transformed in an ordered tree, the same is true for any

unlabeled tree.

From the bijection between sequences of balanced parentheses and trees, it follows
that the number of ordered trees on n nodes is equal to the n-th Catalan number, hence

the entropy of a n-node ordered tree chosen uniformly at random is

1 (2n
log (n—i—l <n)> =2n+ O(logn)

The balanced parenthesis representation is thus asymptotically optimal.
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Figure 5.1: Example of an adjacency matrix with separation lines that represent the
submatrices for k>-trees. Shaded areas represent submatrices that are filled with 0Os and,
hence, do not require further divisions. Only the first two levels of subdivisions are
shown.

Tree-based

Another well-known approach to graph compression are k>-trees [25], which use a
succinct representation of a bidimensional k-tree on the adjacency matrix of the graph.
More precisely, at each level of the tree the current section of the matrix is split into k x k
axis-aligned submatrices; submatrices that contain no edges are encoded as a 0, while
submatrices that contain edges are encoded as a 1, followed by the representation of
the submatrix again as a k’-tree. The resulting tree is then encoded using a succinct tree
representation like the one described in Subsection 5.3.1. k2-trees allow both forward and
backward neighbourhood queries, as well as querying for the existence of single edges.
This tree-based approach implicitly exploits similarity of adjacency lists by sharing the
most significant bits implicitly in the higher levels of the tree. An example of a k*-tree
can be found in Figure 5.2.

In [26], k*-trees have been improved in multiple ways:

¢ The value of k is not kept constant, but changed level-by-level to adapt to different

characteristics of the graph at different granularities.
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00 01\ 10 11

11 00/01\10 \ 11 00101 \ 10 \ 11

OOOOOOOOOOOE

Figure 5.2: First two levels of the k2-tree for the adjacency matrix in Figure 5.1.

¢ The matrix is partitioned to allow faster construction and more flexibility in the
selection of k.

¢ Frequent matrices in the bottom layer can be reused of the tree by storing them
in a separate data structure and memorizing indices to a specific sub-array; more

common patterns get lower indices so that bit usage is reduced.

In [24] a new variation on the concept of k*-trees is proposed, where a sub-tree can
also be copied from another region of the adjacency matrix, an approach similar to LZ77
for text compression. This approach, while achieving improved compression ratios,
comes at the cost of quadratic-time construction and significantly increased access time,
but still supports the same operations of k*-trees.

We remark that in [16] an approach to compress data structures for point lookups
in multidimensional data was proposed that is conceptually similar to [24], but limited
to only copying regions that correspond to full nodes. To the best of our knowledge,
this has not been yet applied to graph compression, but should provide an intermediate
approach between k-trees and [24] in terms of compression ratio and construction times.
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5. COMMON TECHNIQUES FOR GRAPH COMPRESSION

Finally, in [70] another k2-tree based approach is proposed, in which the submatrices
obtained after a couple of decomposition steps are recombined into a single matrix
which is then represented itself with k*-trees.

Copying models

Copying models are some of the most successful practical graph compression schemes;
they typically offer fast access to single adjacency lists, but not to reverse neighbours or
single edge queries.

The first model based on edge copying is proposed in [1]. In particular, it proposes to
choose a reference node for some nodes of the graph, and to represent the corresponding
adjacency lists with a bitmask that defines which edges should be copied from the
reference, followed by additional edges.

WebGraph [22, 23] improves the copy-from-reference model by introducing gap cod-
ing of non-copied edges, run-length encoding of copy patterns, using ¢ codes (described
in Subsection 2.3.5), introducing interval coding and introducing a length limit on the
maximum reference chain to allow random access during decoding. The WebGraph
scheme is described in more detail in Subsection 5.5.1.

A similar scheme to WebGraph is the one used in Graph Compression by BFS [5]
(GCBES). However, instead of copying edges from another adjacency list, the proposed
scheme encodes a repetition count for some regions of the gap-coded adjacency lists -
similar to two-dimensional run-length encoding. GCBES also proposes a reordering
scheme for nodes, discussed in Section 5.7.

Finally, the schemes proposed in [4, 52, 53] split the graph in chunks of consecutive
adjacency lists, encoding each chunk independently using, respectively, Re-Pair style
compression, list copying combined with Deflate encoding, and merging the lists and
encoding the combined list plus a bit-mask encoding which of the lists each edge belongs
to.

Brief summary of WebGraph

Let W and L be global parameters representing the “window size”, which is limited to
speed up compression time, and the “minimum interval length”. For eachnode u € V,
WebGraph encodes its degree deg(u) and, if deg(u) > 0, the following information for
the adjacency list of u:
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1. A reference number r, which can be either a number in [1, W), meaning that the list
is represented by referencing the adjacency list of node u — r (called reference list),
or 0, meaning that the list is represented without referencing any other list.

2. Ifr > 0, itis followed by a list of integers indicating the indices where the reference
list should be split to obtain contiguous blocks. Blocks in even positions represent
edges that should be copied to the current list. The format contains, in this order,
the number of blocks, the length of the first block, and the length minus 1 of all the
following blocks (since no block except the first may be empty). The last block is
never stored, as its length can be deduced from the length of the reference list.

3. A list of intervals follows; each interval has at least L consecutive nodes that are

not copied from the blocks in point 2.

4. Whatever nodes are left from points 2-3 are called residuals, and they are gap-coded.
Their number can be deduced by the degree, the number of copied edges and
the number of edges represented by intervals. The first residual is encoded by
difference with respect to 1 (and thus it can be a negative number), and each of
the remaining residuals is represented by difference with respect to the previous

residual, minus 1.

WebGraph represents the resulting sequence of non-negative integers by using
codes [23], a set of universal codes particularly suited to represent integers following a
power-law distribution.

Moreover, to guarantee fast access to individual adjacency lists, WebGraph limits the
length of the reference chain of each node. In particular, a reference chain is a sequence
of nodes uy, ..., uy such that node n;,; uses node n; as a reference r. Every chain has
length ¢ < R, where R is a global parameter.

Indeed, to decode a node i that uses r as a reference, we need to first decode r.
However, r itself may use a reference. Having a limit on the length of a reference chain
ensure that no more than R nodes will ever be required to decode a given adjacency list,
giving an upper bound on the decoding time that is proportional to R times the length
of an adjacency list.

Decomposition

Decomposition-based approaches share one recurring theme: splitting the input graph
into one or more parts, which get encoded separately (possibly with entirely different

65



5. COMMON TECHNIQUES FOR GRAPH COMPRESSION

schemes). One of the first instances of this approach appears in [97], which uses different
Huffman codes based on whether the destination node belongs to the same web domain
or not.

In [87], the graph to be encoded is split into groups, and then for each group edges
are encoded separately; for edges between groups, either the edges are represented
directly or their complement is, depending on which is smaller.

Similarly, [63] groups together nodes with similar adjacency lists, and then collapses
links between different groups, storing the information needed to reconstruct those links
in a separate structure.

In [8], links within local groups of nodes are encoded with a special representation
that takes into account commonly occurring patterns, such as fully connected subgraphs.

In [35], the Re-Pair approach is combined with k?-trees: the input graph is divided
by domain, then k?-trees are used to encode edges inside a given domain, and Re-Pair is
used for all other edges.

Another approach is to use techniques for graph summarization. This is done for
example in [96], where the graph is grouped in clusters of nodes with similar adjacency
lists; the graph is then encoded as a graph of connections between clusters, together with
two graphs of corrections, which are edges that should be either added to or removed
from the edges defined by the clusters. The graph on the clusters and the correction
graphs are encoded using any graph compression scheme, such as WebGraph or GCBFS.
As graph summarization techniques are typically lossy, and otherwise decompose the
graph into parts to be compressed with other techniques, a more in-depth discussion is
out of scope for this thesis; the reader interested in more details can refer to [71].

Finally, another class of approaches [56, 57], building upon and generalizing the
ideas of [28], finds dense subgraphs in the input graph, defined as pairs (S, C) such that all
possible edges between S and C are present. We remark that when S = C this definition
corresponds to a clique, and when C NS = & it corresponds to a complete bipartite
subgraph. All the remaining edges are then compressed with k*-trees or with WebGraph.

Reordering

Permuting a graph to increase compression efficiency is a well-studied problem, with
many different variations that are known to be NP-complete; for example, [40] shows
that finding the permutation of the graph that minimizes the sum of logarithms of the

gaps between adjacent nodes is a NP-complete problem.
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Other variations of this problem are also NP-complete. For example, if we denote
by 71(v) the label assigned to vertex v, the problems of finding the permutation 7t that
minimizes either

or

Y. log(Im(v) — m(u)| +1)

(u,0)€E
are NP-complete, as seen in [34].

As it is not feasible to find an optimal solution to the graph reordering problem,
multiple heuristics have been proposed to produce good orders.

[5] simply orders the graph in BFS order.

In [20, 21], the Layered Label Propagation ordering algorithm is proposed, which
produces an ordering of the nodes by assigning labels to each node of the graph and
repeatedly updating each label according to local rules.

In [34], an ordering based on shingles is proposed: for each node, a low-dimensional
locality-sensitive hash of its adjacency list is computed; nodes are then sorted in lexico-
graphical order of their shingles. The effect of the proposed order is to cluster together
nodes with similar adjacency lists, as they are likely to share a long prefix of their hash.

The Recursive Bisectioning approach in [40] proceeds by splitting the graph into
two parts and moving nodes between the components based on an estimate of the
compression cost of the proposed partition. The algorithm then proceeds recursively in
the two halves of the partition.

In [95], a DFS order is proposed to improve k?-tree compression efficiency, with the
peculiarity that the next node to be visited is chosen as the neighbour that maximizes
the Jaccard similarity between the adjacency lists of the current node and the candidate
node.

In [13], ordering nodes according to decreasing in-degree is proposed, since the
compression scheme they use requires a number of bits proportional to the logarithm of
the label of the destination node. As nodes of high in-degree would receive lower labels,
this reduces the total bit expenditure.
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CHAPTER

GRAPH COMPRESSION IN THEORY

ULTIPLE GRAPH MODELS have been defined in the literature, each of them
M suited to represent the characteristics of specific classes of graphs. This

chapter is dedicated to the study of the entropy of the graphs sampled from
these distributions.

We will also provide, for multiple models, an encoding scheme that is optimal, i.e.
uses a number of bits equal to the entropy (except for lower-order terms), or almost-
optimal.

Many of the models described here rely on a process of incremental construction. It is
often easy to achieve optimal compression ratio when the construction order is known;
however, achieving optimal compression when the order is unknown can be an harder
problem. Thus, we will also study the problem of compressing the structure of graphs
sampled from these modes, with unknown labels, and provide algorithms or hardness

proofs.

Erdos-Rényi

The Erdos-Rényi random graph model [43] is the oldest and best known model for
random graphs. There are two variations of this model, which present similar properties:
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e G(n,m) (the Erdos-Rényi variant) is a graph on n vertices with m edges (of course
it is necessary that m < (3)); all the graphs with this number of edges are equiprob-
able.

* G(n,p) (the Gilbert variant [50]) is a graph on n vertices; every edge of the graph
is present with probability p, independently of other edges.

It’s easy to see that the entropy of a graph drawn from the G(n, p) random graph
model variant is (;) H”. By the formulas in Section 2.1, we can compute the entropy of
the G(n, m) model as

log <(g)> = (Z) HY + O(logn)

m

Thus, by choosing p = %, the two models have the same entropy up to lower-order

2
terms.

A simple compression scheme, that just uses a Binary Arithmetic Coder (see Sub-
section 2.4.2) to encode whether each edge is present or not, using as a probability the
fraction of edges that is present, will utilize a number of bits equal to (5)H %, which is

in expectation within O(log 1) of the entropy of a graph sampled from this class.

Stochastic Block Model

The Stochastic Block Model can be considered a generalization of the G(n, p) random
graph model; it is extremely common for modeling graphs for clustering problems.

It is defined by a partition Cy,...,Cy of {1,...n}, called the communities of the
resulting graph, and a symmetric probability matrix P of size k x k; The resulting graph
has 1 nodes, and every edge (1, v) is present independently with probability P;;, where
u € Ciand v € C;. If k = 1, this corresponds to a G(#, P1,1) random graph.

If the communities are known, it is easy to see that a compression scheme similar to
the one proposed above for Erdds-Rényi random graphs achieves entropy bounds, up to
the cost of storing the communities (which is linear in 7, hence not the dominant term as
n grows, if k is fixed).

Retrieving the community structure of a graph belonging to this family is a well-
studied problem in the literature, and a few polynomial-time algorithms are know that

compute the community structure successfully w.h.p. under mild assumptions.
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For example, the algorithm proposed in [46] succeeds with high probability in the
case in which P; = p, P;; = qif i # j, p is sufficiently large, and g is sufficiently smaller
than p.

Finally, we remark that community identification is not necessary to compress a
graph from the Stochastic Block Model in optimal space using polynomial time: a recent
work [15] shows that a suitably-chosen adaptive probability model, used in conjunction

with arithmetic coding, achieves optimal compression.

Uniform attachment

The uniform attachment model [10] is one of the simplest models that can be thought of as
being constructed incrementally. The construction is based on two parameters, n and d.
The process starts with a graph with d nodes and no edges, and proceeds by adding one
node at a time until n nodes are present. Whenever a node is added, we select d existing
nodes uniformly at random and add links from the new node to those nodes.

The resulting graph is in a bijection with the set of sets of neighbours that were
chosen at each step. As each choice of sets is independent, we can write the entropy of a

graph from this random family as

H(UA(n,d)) Zlog()

= Zlogi! —logd! —log(i —d)! =
i=d

n d—1
=—(n—d)logd' +Y_ Y log(i—j) =

z‘:dj:

=—(n d)logd“l—z (log n—;)'—log(d—j—l)!) =
j=0

=dlogn! — (n —d)logd!

d—1 j—1
-Y (—logd! +log(d—j—1)!+ ) log(n— k)> =
j=0 k=0
=dlogn! — (n —d)logd!

i ( log(d - E log(d — k) + Ji log(n — k)> —
- k=0 k=0
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e ¢
:dlogn!—(n-l-l)logd!—;Zlogd P

j=0 k=0

d—1 n—j
:dlogn!—(n—i—l)logd!—Z(d—l_j)logd j:

j=0 B

=dlogn! — nlogd! + O(logn)

If the construction order is known, it is trivial to reconstruct the sets that were selected
at each step, and thus to achieve a compression ratio matching the entropy of this model
of graphs.

We now consider the problem of compressing the structure of the graph, ignoring
the labels (and thus without knowing the construction order). We will call an unlabeled
UA(n,d) graph a UA(n,d) graph. As it is possible to recover a UA(n,d) graph by
storing only a permutation of n elements and a U'A(n,d) graph, it follows that the
entropy of this family of graphs is at least

H(UA(n,d)) > HUA(n,d)) —logn! = (d — 1)logn! — nlogd! + O(logn)

Note that a UA(n,d) graph has d(n — d) edges. Thus, assuming d constant and
n sufficiently large, it is not possible to compress a UA(n,d) random graph using a
constant number of bits per edge, as the entropy per edge is Q(logn).

We now provide a compression scheme for UA(n,d) graphs that can be computed

in polynomial time and prove that it achieves optimality.
Lemma 14. A UA(n,d) graph has, for a large enough n, arboricity d.

Proof. We recall that the arboricity of a graph G is the minimum number k such that there
exist k disjoint forests whose union contains all the edges of G.

We can obtain a decomposition in d forests of a U'A(n,d) graph as follows.

For a node i not in the initial set D of d nodes, let n;1,...,n;; be the nodes (with
n;j < i) that were chosen as targets of edges during the construction of the graph.

We decompose the edges of our graph in the sets

F]:{(Z,TIU)ZEN(G)\D},]:ld

All the F; are clearly acyclic, as every node has a single edge towards a node with
lower label. Thus, {F; : j = 1...d} is a valid decomposition in d forests, and the
arboricity of a UA(n,d) graph is at most d.

Given that a forest on 7 nodes has at most n — 1 edges, and given that a UA(n,d)
d(n—d)

n—1

graph has d(n — d) edges, it follows that its arboricity is at least

, which is strictly
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greater than d — 1 if n > d?. Thus, for sufficiently large 1, the arboricity of a UA(n,d)
graph is exactly d. O

Lemma 15. An unlabeled graph with arboricity d, with a known decomposition in forests, can
be compressed in [(d —1)(n — 1) log(n + 1)] + 2n bits.

Proof. 1t is sufficient to store the set of forests that form our graph. We do so by adding a
single node n + 1 to every forest, and connecting it to a single node for each connected
component of the forest, thus obtaining a set of d trees.

As we are only interested in storing the edges of the graph, and not the indices of
each node, we can store one of the trees using the Balanced Parenthesis scheme described
in Subsection 5.3.1, using in total 2n bits.

For the remaining d — 1 trees, it is necessary to also store the indices of their nodes
with respect to the first tree, to be able to properly reconstruct the graph.

We can represent each tree using its Priifer sequence: the end result is a sequence of
(d —1)(n — 1) numbers in the [1, n + 1] range, that can thus be stored by an Arithmetic
Coder (using uniform probabilities) in [(d —1)(n — 1) log(n + 1)] bits. O

We recall the following theorem:

Theorem 16 ([49]). The arboricity of a graph and the corresponding decomposition in forests
can be computed in polynomial time in the size of the graph.

We remark that in graphs belonging to the Uniform Attachment model, the degeneracy,
or coloring number [44] of the graph is equal to its arboricity if n is large enough. We
recall that the degeneracy is described as the smallest value k such that every subgraph
contains a node of degree at most k. Equivalently, a graph has degeneracy k if it can
be permuted in such a way that the number of edges towards nodes of higher index is
at most k. It is clear from the construction process of UA(n,d) graphs that they have
degeneracy d. Moreover, we can construct d forests that cover the graph by selecting one
forward edge per node in each forest. Since the permutation can be computed in O(m)
time [76], it follows that the optimal decomposition in forests for this class of graphs can
be found in linear time.

Thus, we obtain the following theorem:

Theorem 17. An unlabeled graph G generated with the Uniform Attachment process can be

compressed optimally (up to lower order terms) in polynomial (linear) time.
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Proof. We begin by applying Theorem 16 to obtain in polynomial time an optimal de-
composition of G in d forests. Equivalently, we compute the forward-degree-minimizing
permutation of G to compute an optimal decomposition in O(nd) time.

By Lemma 15, such a graph can be compressed in (d —1)(n —1)log(n+1) +O(n) =
(d —1)nlogn + O(n) bits. By Lemma 14, d is also the second parameter that defines
the distribution that G is drawn from, thus its entropy is (d — 1) logn! + O(n) = (d —
1)nlogn + O(n). Thus, the proposed scheme is optimal up to lower order terms. ]

Copy model

We now consider another model that proceeds by incrementally constructing a network.
This model is parameterized by 1, the total number of nodes, d, the out-degree of every
node, and «, a copy probability.

The model is constructed starting with a complete graph on d + 1 nodes. Then, as is
done for the Uniform Attachment model, nodes are added one by one, each of them with
d edges, going from the new node to an existing one. However, the edges are picked
differently:

* First, a reference node r is chosen among the existing nodes, uniformly at random.

* For each of the d edges, with probability « the corresponding edge is copied from
the corresponding outgoing edge of r

¢ Otherwise, a destination node is chosen uniformly at random among the existing
nodes.

We denote a graph from this model as C(n, d, «). We remark that, when a = 0, this
model corresponds exactly to the Uniform Attachment model described above.

In general, during the generation of a graph according to this model, (1 — «)d edges
per node (on average) are chosen using the same procedure used for UA(n, (1 — a)d).
Thus, we can bound from below (up to lower order terms) the entropy of a copy model
graph as:

H(C(n,d,a)) > d(1—a)logn!+O(n)

We remark that when a is very close to 1, the model becomes somewhat uninteresting:
indeed, in the extreme case of « = 1, each node has the same list of out-edges as one of
the initial 4 + 1 nodes. Thus, we will focus on the case where « is not very close to 1.
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We call C(n,d,a) a graph taken from the copy model without node labels. As before,
we trivially have

H(C(n,d,a) > (d(1 — &) — 1) logn! + O(n)

We now present a compression scheme that achieves close to optimality on this class
of graphs (up to lower-order terms). A variant of this compression scheme can be found
in [1].

The compression scheme uses an auxiliary forest F to encode the reference used
by each node, where a parent-child relationship between p and ¢ means that node p is
chosen as a reference for node c. A node that is not a child of any parent is encoded with
no reference.

The encoding proceeds as follows:
¢ The forest is stored using, like for the first forest in Uniform Attachment, 27 bits.

* For each node, for each of its d out-edges, a bit is stored to represent whether the
corresponding edge was copied from the reference or not. In practice, the number
of bits can be reduced by using e.g. a Binary Arithmetic Coder.

* For every edge that is not copied, [logn | bits are used to store the destination of
the non-copied edge. An arithmetic coder could be used to reduce this number to

~ log n, but this is not needed for our purposes here.

We now need to determine a good choice of a forest F. This can be done in polynomial
time, giving a total compressed size close to the entropy bound:

Theorem 18. There exists a polynomial-time algorithm that determines a forest F such that the
approach described above uses in expectation at most d(1 — a)nlogn + O(n) bits.

Proof. We construct an auxiliary complete, directed, weighted graph as follows:
¢ Its nodes are the same nodes as the original graph, plus one.
* There are two edges between each pair of distinct vertices, in both directions.

e The weight of each (1, v) edge is given by the number of edges that can be copied
from node u to node v. If either of u and v is the auxiliary node, the weight of
(u,v)is 0.

We then find a maximum spanning tree of this graph [64] in O(n?logn) time.
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This tree corresponds to a forest (obtained by removing the auxiliary node) that
minimizes the number of edges that are not copied. Note that the copy choices made
during the construction of the C(n,d, a) graph also correspond to a valid forest on this
auxiliary graph.

As the forest corresponding to the original copy choices has a total weight (i.e.
number of copied edges) equal to dan in expectation, the total number of non-copied
edges corresponding to the maximum weight forest will be in expectation at most d(1 —

a)n, which proves the theorem. O

Preferential attachment (Barabasi-Albert)

We now describe the Barabdési-Albert random graph model [10], one of the most well-
known models for generating graphs with Zipf degree distributions.

Similarly to the Uniform Attachment, graphs from the BA(n,d) family are also
generated incrementally, starting with a complete graph on 4 + 1 nodes. At every time
step, a node is added to the graph, and d edges are added to the new node. However,
differently from the UA(n,d) model, the choice of the new edges is not uniform. In
particular, if we denote J;(j) the degree of the j-th node of the graph when i nodes are
present in total, the probability of connecting node i + 1 to node j is given by

Gi(j)  _ 4il))

Yy Gi(k)  2id

It follows that it is likely for nodes that already have a large number of edges to

gain even more edges. This is the “rich get richer” effect, which is often observed in
real-world networks.

We will now prove that H(BA(n,d)) > dnlogn + o(nlogn); as a BA(n,d) also has
arboricity d like a UA(n,d) graph, it follows that the scheme described in Section 6.3 is
also optimal for the unlabeled version of BA(n,d) graphs, and thus Theorem 17 has an

equivalent version:

Theorem 19. An unlabeled graph G generated with the Preferential Attachment process can be
compressed optimally (up to lower order terms) in polynomial (linear) time.

We remark that [72] proves a lower bound on the entropy of a BA(n,d) graph
of n(d —1)logn + O(nloglogn) for the case d > 3. As discussed in Section 6.3, a
lower bound of ndlogn + O(nloglogn) on a BA(n,d) graph is equivalent; hence, the
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following provides an alternative proof of the result in [72] as well as an extension of the
proof to the d = 2 case (the case d = 1 is trivial).

To prove this result, we follow a similar procedure to [34]. In particular, we identify
a subset G(n,d) of all the Preferential Attachment graphs with the property that

e P(G € G(n,d)|G € BA(n,d)) =1—0(n"3),ie. aBA(n,d) graph is in G(n,d)
with high probability.

e P(BA(n,d) =G) < PVG € G(n,d), i.e. thereis an upper bound on the probability
of obtaining each specific graph in this subset.

It then follows from the definition of entropy that

1 1
A(n,d)) = G)log — > G)lo —0(n3))log —
H(BA(n,d)) GeB§(n,d)P< ) gP(G)>GegZ(n,d)P( ) gp (1 (n)) 8%

We choose our family G(n,d) as the set of all the GA(n, d) graphs such that

5i(j)gd\ﬂ1n3n Vi<j<i<n

It is shown in [39] that this indeed happens with probability 1 — O(n~3).
In this family of graphs, let S be the set of nodes that are neither connected to any of,

nor one of, the first T = nodes.

n
42 1n® n
By our choice of family of graphs, we have that

T
Z deg(j) ) <dynln®n Z !
j=1 ]
Applying the inequality

T
2VT—-2<
:1\/

which can be easily proven by induction [55], we have that

i =2VT+0(1)
Thus,

Zdeg ) < dy/nln® n<2f+0( ))
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din*n

<nln'n+O(Vnn®n)

< 2d\/ﬁ1n3n2 v +0(vVnIn®n) =

It follows that |S| > (1 — 2In"' n)n if n is sufficiently large, as the set of nodes
that have an edge towards the first T nodes is of size nIn ' n +o(nln"'n),and T =
O(nin % n).

Let us now fix G € G(n, p), and give an upper bound on P(BA(n,d) = G). To do
so, we shall consider an edge (i, j) withi > jand i € S; there are d(1 — 2In"~' n)n such
edges.

Asi € S, it then follows thati > j > T by definition of S. The probability of this edge
to be selected is thus

5i(j)<d\/ij*11n3n 1n3n<1n3n_2d21n“n

2id = 2id  2./ij 2T  n

By the product rule, it follows that

=P

22 11111 " nd(1-21In"1n)
]/l )

Pwmm®:®§<

We now just need to compute log %:

log; = (1 —2log ' n)(ndlogn — nd(1+2logd + 11logInn)) =

= ndlogn + O(ndloglogn)

which proves the thesis.

Simplified Copy Model

Finally, we turn our attention to the model proposed in [34], which has constant entropy
per edge while still displaying a Zipf degree distribution.

The model starts from a seed graph G, with ty nodes, each of out-degree d. At each
time step, a node x is chosen uniformly at random, and a new node y is added in position
x + 1 (shifting all other nodes accordingly); an edge from y to x is then added to the
graph, and d — 1 edges are copied (choosing uniformly at random without replacement
- or equivalently, choosing exactly one non-copied edge) from x to y. The process is

repeated until n nodes are present in the graph.
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There is a simple bijection between the set of graphs generated by this procedure
and random recursive forests on 1 nodes with ty roots, and a [0, d) label on each node.
Indeed, we can construct such a forest as we build the graph, adding a new leaf to a
node whenever the corresponding graph node is chosen as a copy source, and using
as its label the index of the edge that is not copied. Different graphs will also result in
different forests.

From this bijection, it follows immediately that the entropy of this model is given by
the log of the number of rooted recursive forests with t, roots (which behaves like the
number of rooted trees for large n), plus the entropy of the labels, for a total entropy of
logn! 4+ nlogd. As was noted in [34], the forest can be reconstructed in linear time from
the graph, thus this model (with labels) can be compressed within entropy bounds in
polynomial time.

We now consider the case in which labels are removed from the graph. As this
corresponds to removing node labels from the corresponding labeled forest, by using a
tree representation such as the ones described in Subsection 5.3.1 we can compress these
structures in (2 + log d)n bits, resulting in (2 + log d) /d bits per edge.

However, this representation is not optimal, as the number of unlabeled rooted trees
is asymptotic to (as shown in [80]) sz”n%, where D = 0.4399 and &« ~ 2.955. Moreover,
the process of producing a random rooted forest and removing the labels does not result
in an uniform distribution over unlabeled trees; as such, (loga + logd)n + o(n) is just
an upper bound on the entropy of this model.

As a final remark, we note that there exist ranking and unranking polynomial-time
algorithms for unlabeled rooted trees on n vertices [101, 104]. These algorithms provide
a bijection between the set of all unlabeled rooted trees on n node and an appropriate
interval [0, t(n)) that can be computed (and inverted) in polynomial time. Hence, there
is a polynomial-time algorithm to compress this family of graphs down to (loga +
log d)n + o(n) bits, which matches the obtained upper bound on the entropy of this
model of graphs.
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CHAPTER

GRAPH COMPRESSION IN PRACTICE

HE ZUCKERLI COMPRESSION SCHEME is based on the WebGraph representa-

Ttion [22, 23] together with the novel integer entropy coding techniques presented

in Chapter 2. In this chapter, we present the scheme and the results of an experi-
mental evaluation.

This chapter is divided in two parts; the first part is dedicated to presenting the
Zuckerli scheme as it was published in [98], which supports fast decompression in either
the full decompression or the list decompression cases.

List decompression can allow us to run some graph algorithms directly on the
compressed representation on the graph: several fundamental algorithms, such as a
graph traversal, are based on partially scanning adjacency lists that are decompressed
during the scan.

On the other hand, we do not want to support edge queries for two reasons: it
degrades the performance of scanning an adjacency list, and many of the well-known
graph algorithms hardly require to access few random items of an adjacency list without
accessing the list from the beginning.

Moreover, scanning a list is so fast in our implementation that any attempt to jump
parts of it would just degrade the performance due to the extra machinery required.

We also do not consider the problem of querying reverse neighbours, since many

algorithms only require scanning either out-neighbours or in-neighbours, but not both.
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Section 7.2 describes the Zuckerli high-level encoding scheme, which, in brief, con-
sists in block-copying, that is re-using parts of the adjacency lists of previous nodes to
encode the adjacency list of current nodes, delta-coding of values that are not copied and
context-modeling of all the values to improve compression. This section also describes
heuristics to improve the encoding choices made by the encoder. We then report results
of the experimental study in Section 7.3.

Finally, the second part of this chapter, specifically Section 7.4, is dedicated to explor-
ing how much the full decompression scheme can be improved by the techniques in
Chapter 4, at the cost of sacrificing the high decoding speed of the “baseline” Zuckerli
scheme. We also propose a novel algorithm for reference selection, inspired by LZ77

match finding algorithms and the shingle ordering heuristic from [34].

Encoding Integers

Zuckerli modifies the adjacency lists of the graph, which are sequences of integers, to
produce other sequences of integers that can be encoded more succinctly.

Zuckerli uses the hybrid encoding for arbitrary integers described in Chapter 3.

When list decompression is required, Zuckerli combines the Hybrid Integer Encoding
with Huffman coding (see Subsection 2.4.1).

When only full decompression is required, Zuckerli uses Asymmetric Numeral
Systems (ANS) (see Subsection 2.4.3) instead of Huffman coding.

When list decompression is supported, one disadvantage of ANS (as well of as other
encoding schemes that can use a non-integer number of bits per encoded symbol) is
that it requires keeping track of its internal state. For decoding to successfully be able
to resume from a given position in the stream, it is also necessary to be able to recover
the state of the entropy coder at that point of the stream, which would cause significant
per-node overhead if using ANS. Thus, in this case, Zuckerli switches to using Huffman

coding.

Negative integers

We encode an integer s that is not known to be positive using the following, easy to

reverse bijection between integers and natural numbers, introduced in [22]:

2-x ifx>0
X — (7.1)
—-2-x—1 ifx<0
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7.2. Graph compression in Zuckerli

Graph compression in Zuckerli

In this section, we summarize the novel aspects introduced by Zuckerli in relation to
WebGraph.

Firstly, Zuckerli entropy-encodes the integers, as described in Section 7.1. This is in
contrast with WebGraph's ¢ coding [23].

Secondly, Zuckerli splits the nodes of G into chunks of size C, where the first chunk
contains the first C nodes in G, the second chunk contains the following C nodes in G,
and so on. When list decompression is not required, we set C = co. The encoding of the
degrees of the nodes operates independently in each chunk. By doing so, it is sufficient to
decode the degrees of the chunk of a given list to be able to decode its degree; this is a
strict requirement to support list decompression.

It can be observed experimentally (see Section 7.3) that the representations of node
degrees requires a significant amount of bits. To improve compression, Zuckerli rep-
resents degrees via delta encoding, i.e. as the difference between the current degree
and the previous one. As this procedure may produce negative numbers, deltas are
represented using the transformation described in Equation (7.1).

Thirdly, while Zuckerli uses reference lists and blocks in the same way as WebGraph
(points 1 and 2 in Subsection 5.5.1), the choice of the reference list and reference chain is
more sophisticated. We defer its description to Subsection 7.2.2.

Fourthly, Zuckerli does not use intervals, in contrast with WebGraph (point 3 in
Subsection 5.5.1). As a form of simplification, the special representation for intervals
is replaced with run-length encoding [91] of zero gaps. When reading residuals, as
soon as a sequence of exactly L' zero gaps is read, for a global parameter L', another
integer is read to represent the subsequent number of zero gaps, which are not otherwise
represented in the compressed representation. Since ANS does not require an integer
number of bits per symbol, and allows for very efficient representations of sequences of
zeros, we set L' = oo if list decompression is not supported.

Finally, Zuckerli modifies the representation of the residuals, which are stored via
delta encoding. The representation chosen by WebGraph (point 4) does not exploit
the fact that an edge might already be represented by block copies (or intervals). For
example, consider the case in which an adjacency list contains edges {1,2,3,4,8,9},
and edges {1,2,4} are already represented by block copies. Residuals would then be
{3,8,9} and the second residual would be represented by WebGraph using a delta of
4 = 8 — 3 — 1. However, this representation does not take into account the fact that

not all possible delta values smaller or equal to 4 are useful. In this example, reading a
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referencenode (6) 1 2 4 5 7 10 11 12
current node (7) 1 2 3 4 8 9 10 11 12 13
block lengths 3 2 3
block encoding 3 1
residuals 3 8 9 13

residuals delta -4 3 0 O
list repr. [2][1][2][3 1]-43 0 o

Figure 7.1: Example encoding of an adjacency list. We are encoding the adjacency list
of node 7 using the adjacency list of node 6 as a reference. Highlighted in blue are the
edges that the two nodes have in common, i.e. the blocks to be copied from the reference
node adjacency list. The block encoding is performed as described in Subsection 5.5.1
(point 2). Highlighted in red are the residual values, which are stored as follows: the first
residual is encoded as the delta between the current node and the actual residual, while
the next values are encoded as d — 1, where d is the value to add to the previous residual,
implicitly skipping any possible edges that have already been added though blocks. The
boxes in the final list representation show, in order, the data that gets encoded: the delta
of the degree of the current node with respect to the previous node, the delta (in absolute
value) of the reference node with respect to the current node, the number of blocks, the
block encoding, the residual deltas.

delta of 0 from the compressed file would result in an edge value of 4, which would be
either invalid or superfluous, as this edge is already represented through blocks. Thus,
Zuckerli modifies the delta encoding of residuals by subtracting the number of edges
that are between the previous and the current residual edge and that are already known
to be encoded using blocks. In this case, residual edge 8 would be represented as 3
instead of 4, as there are only 3 possible edges between 3 and 8 that are not already
represented in the block copies.

A full example description of how Zuckerli would represent an adjacency list is
shown in Figure 7.1.

Context management

As mentioned in Section 7.1, Zuckerli uses Huffman coding and ANS with multiple
contexts, i.e. distinct probability distributions. To the best of our knowledge, while
this is a well-known encoding technique, its application to graph compression is new.
Here we detail how symbols are split among the different contexts. We remark that the
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7.2. Graph compression in Zuckerli

scheme described here produces a small number of contexts (below a thousand), hence
the context management techniques of Chapter 4 are not used.

Inside each chunk, the symbol that represents the delta-coded degree with respect
to the previous node is used to choose the distribution for the current node. Similarly,
inside a chunk, the reference number used for the last list is used to choose a distribution
for the current one.

When compressing blocks, a separate distribution is used for the first block, all the
even blocks, and all the odd blocks. This is because the first block is the only one that
does not have its length reduced by 1, and we expect the number of edges to be copied
(odd blocks) to have a different distribution from the number of edges to be skipped
(even blocks), depending on the graph.

For delta-encoding the first residual with respect to the current node, the symbol that
would be used to represent the number of residuals defines which distribution to use.
This is because a list with a high number of residuals will likely be harder to predict.

Finally, for all other residual deltas, the symbol that was used to encode the previous
one is used to choose the corresponding probability distribution for the current delta.

We remark that each probability distribution used by Zuckerli is stored in the com-

pressed file, and is not changed as edges are decoded.

Choice of reference list and chain

We explain how Zuckerli selects reference lists to be used during compression. As
previously discussed, we may either represent a node’s list explicitly or, if we use a
reference, we represent the difference from the list of its reference.

To make an effective choice, we need to estimate the amount of bits that the algorithm
will use to compress an adjacency list using a given reference. Since we use entropy
coding, this is not a simple task, as choices for one list might affect probabilities for all
other ones.

We choose to use an iterative approach previously used by Zopfli [3], a general-
purpose compression algorithm. We initialize symbol probabilities with a simple fixed
model (all symbols have equal probability), and then choose reference lists assuming
these will be the final costs. We then update the symbol probabilities given by the chosen
reference lists and repeat the procedure with the new probability distribution. This

process is then repeated a constant number of times.

We now consider the two types of compression separately.
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Full decompression

7.2.4

In this case, there is no limitation on the length of the reference chain used by a single
node, i.e., a reference node may itself have a reference node, and so on; we obtain an
optimal solution with the greedy strategy, choosing the reference node that gives the
best compression out of all the ones available in the window of the current node, i.e., the

W preceding nodes.

List decompression

To decompress a single list, we must also decompress its reference chain: when access to
single lists is requested, more care is required to select good references while avoiding
reference chains longer than a given threshold R.!

For example, imagine these are the lists of nodes 1,2 and 3:
1:{3,4,7},2:{3,4,7,9}, 3: {4,7,9}

We may want to represent 2’s list using 1’s as a reference: this way we do not need to
represent 3, 4, and 7, but just the node 9 in the difference; similarly, if we represent 3’s
list using 2’s as reference, we just need to omit node 3. However, in order to decompress
3’s list we will need to read (hence decompress) the list of its reference 2, which in turn
requires decompressing 1’s list. The longer the chain, the longer the decompression time:
the parameter R allows us to keep this overhead under control.

We can formally state the problem of choosing the references as follows. We are
given a directed acyclic graph D, where the nodes represent the adjacency lists. There is
an arc between two nodes if one adjacency list can refer to the other. The weight of the
arc corresponds to the number of bits saved by choosing that reference. The larger the
weights, the better the compression gain. Thus, we aim at finding a maximum-weight
directed forest O for D, where each node has out-degree at most one (its reference),
and there are no directed paths longer than R (i.e. a reference chain longer than R).
Finding an optimal solution seems not trivial, and it is unclear whether it can be done in
polynomial-time. 2

Zuckerli uses an efficient heuristic with approximation guarantees. Given D, it first
builds the optimal directed forest F, ignoring the constraint that directed paths cannot
be longer than R (this corresponds to the solution of the full decompression case).

Each node u may refer in turn to any of its W preceding ones during a hop, which makes R unrelated
to W: indeed, R is the maximum number of these hops.
2We speculate it may be NP-complete due to similarities with maximum directed cuts [83].
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7.2. Graph compression in Zuckerli

Instead of solving our problem on D as we formulated above, Zuckerli computes an
optimal sub-forest H on F, as the latter be found by the following dynamic programming
algorithm, answering the question “what is the sub-forest H of maximum weight that is
contained in the current subforest of F and does not have paths of length R +1?”.

Clearly, H is not necessarily the optimal solution for D, as it is computed for its
subgraph F. However, there may still be arcs of D that were not in F, but can now be
added to H without creating long chains. Zuckerli tries to extend H with such arcs in a

greedy way, obtaining the final heuristic solution.

Approximation guarantee

Interestingly, our heuristic algorithm not only works quite well in practice, but it also
provides a guaranteed (1 — R%rl)-approximation of the optimal solution on D, i.e. of the
maximum number of bits to be saved.

To see why, let O be the optimal solution, and let wp, wr and wpy be the total weights
of O, F, and H, respectively.

Next, let H' be a sub-forest of F obtained by splitting the arcs of F in R + 1 groups,
depending on their distance from the root of their tree in F modulo R + 1, then removing
the group of smallest weight; it is evident that H' has no paths longer than R, and that its
weight wyy is at least (1 — R%rl)wp, as the weight of smallest of the R + 1 groups could
not be more than R%rlwp.

Now observe the following:

* wr > wo, as F is the optimal solution for R = oo, a problem with less constraints.

e wy > wy > (1-— R%rl)wp, as H' is a sub-forest of F, and H is the best sub-forest
in a search space that contains the optimal sub-forest of F (both with path length
bounded by R).

e Thus, wy > (1 — %H)wp > (1- Riﬂ)wo, which proves the approximation bound.

Details on computing the optimal sub-forest of F

Given a sub-forest F’ of F rooted in the node x, let M;(x) be the maximum weight
sub-forest of F’ that has no paths longer than R, and in which the root x is in no path
longer than i. If r; are the roots of F, [; Mg(r;) is the optimal sub-forest of F we are
looking for. We implement a dynamic programming procedure based on the following
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invariant: if, for all sub-forests rooted in each child y of x, we know M;(y) for each
i €{0,...,R}, we can compute M;(x) foreachi € {0,...,R}.

First, as paths are always directed from nodes to their parent, observe that we can
consider each child y of x independently. Furthermore, M;(x) is computed as follows: if
the arc (x, y) is taken, then y in its sub-forest may only be part of paths of length at most
i —1; on the other hand, if we do not choose (x, y), y may be included in paths of any
length up to R. Finally, for the base case, observe that for any leaf I of F, M;(I) = @. We
thus obtain each M;(x) by the following formula:

Mi(x)=  |J  max_weight (Mr(y), {(x,y)}UMi1(y))

yE€children(x)

where children(x) are the children of x in F, and max_weight (A, B) returns the set
of arcs having greater weight between A and B (breaking ties arbitrarily).

Finally, we give a brief remark on the complexity. This is important since a trivial
implementation would take quadratic time and space to represent each set M;(), making
this approach unfeasible on graphs with millions of nodes. However, we can implement
itin O(nR) time and space, where  is the number of nodes in F, as follows. We can first
run the above dynamic programming algorithm, but associate with each M;(y) just its
weight. Furthermore, we keep track for each M;(x) of which was the choice performed
on each child y of x (i.e.,, whether we used (x,y) or not). Computing the weights of
M;(x) this way takes just O(1) time for each child, costing us in total O(nR) time as F
has O(n) arcs. With this information, we can reconstruct exactly which arcs are used in
the optimal solution Mg(r) in a top-down manner by looking at the information about

its children we previously computed.

Experimental results

In order to evaluate the efficiency of Zuckerli, we first study the effects of various
choices of parameters on compressed size. We also evaluate the effectiveness of the
approximation algorithm for reference selection.

We then compare the compression ratio of Zuckerli with respect to existing state-
of-the-art compression systems for large graphs, either with novel experiments (Web-
Graph [22], Graph Compression by BFS [5], k?-trees [25], LM [53], Backlinks [34]) or
by referring to the experiments in the relevant papers (LogGraph [13] and 2D-Block
Trees [24]). We remark that the proposed scheme does not change the order of nodes

before compression, and as such a comparison with works that propose algorithms
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name nodes edges
cnr-2000 325557 3216152
in-2004 1382908 16917053
eu-2005 862 664 19235140
hw-2009 1139905 113891327
bn-jung 784262 267 844 668
uk-2002 18520486 298113762
tw-2010 41652230 1468365182
pp-miner 8254694 1847117370
sk-2005 50636154 1949412601
uk-2007-02 110123614 3944932566
eu-2015 1070557254 91792261600

Table 7.1: Graphs used during experiments, with node and edge counts. All graphs
are web graphs, except hw-2009 (hollywood-2009)and tw-2010 (twitter-2010),
which are social networks, bn-jung, which is a brain network, and pp—-miner, which
is a protein interaction network.

to find a better node permutation (such as [40]) is out of scope of this experimental

comparison, although it is an interesting direction for future work.

To evaluate the CPU and memory usage of Zuckerli, we compare its decompression
time and memory usage with the corresponding metrics for WebGraph. Moreover, we
compare the running time of a depth-first search and a breadth-first search on Zuckerli-

compressed graphs, on WebGraph-compressed graphs and on uncompressed graphs.

Finally, to evaluate the parallelism of access, we compute the speedup achieved by
Zuckerli on an edge-summing problem when running on 2, 4, 8, 16, 32 and 64 cores.

For all experiments where list decompression is required, R is set to 3 (similarly to
the compressed WebGraph files that used for comparisons), the chunk size C is set to 32,
and the minimum run of 0s to use RLE L’ is set to 3.

The code to run the experiments was written in C++ and compiled with clang++,

version 10; it is available at https://github.com/google/zuckerli.

The experiments were ran on a 32-core AMD 3970X CPU (with SMT enabled) with
256GB of RAM.

Timing information was obtained by using the chrono utilities in the C++ standard
library, or equivalent utilities in Java. Memory usage was measured by the time
command available on Linux systems.
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Size (bits per edge)

k 3 4 4 4 5 5

i 1 1 2 2 2 2

j 0 0 0 1 0 1
cnr-2000-hc 1.86 187 188 189 190 191
cnr—-2000 223 224 225 229 226 231
in-2004-hc 132 133 133 133 133 134
in-2004 1.69 169 171 177 172 179
eu-2005-hc 249 249 247 247 247 247
eu—-2005 288 289 288 292 288 293
uk-2002-hc 138 138 137 137 138 1.37
uk-2002 1.75 176 178 187 179 1.89
tw-2010-hc 11.99 12.00 11.99 11.99 12.00 12.00
tw-2010 1212 1213 1212 1258 1226 12.62
uk-2007-02-hc 092 092 092 091 092 093
uk-2007-02 1.20 120 122 130 123 131

Table 7.2: Effects of changing hybrid integer encoding parameters.

Datasets

7.3.2

To run the comparisons, we use graphs from the WebGraph corpus [22, 20, 19], which
are available at http://law.di.unimi.it/datasets.php. The datasets we use
include both social networks and web graphs, with a number of edges varying from a
few millions to 91 billions and a number of nodes varying from a few hundred thousands
to 1 billion. More details about the graphs can be found in Table 7.1. When reporting
results, graphs with a —hc suffix represent the full decompression versions, while other
graphs represent the compressed versions also supporting list decompression.

We also compare Zuckerli with other compression schemes on networks outside
the core focus of Zuckerli itself, namely, a protein interaction network (pp-miner,
from [105]) and a brain network (bn-7jung, from [92]).

Parameter Choice

We first investigate the effect of the parameters controlling the integer encoding scheme,
trying different combinations of the number of bits that are included in the entropy-

coded part and the number of integers that are entropy coded as-is. The results are
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shown in Table 7.2. They show that using more fine-grained integer representations, i.e.
entropy-coding more bits or having more direct-coded integers, does not give significant

improvements or even worsens the compression ratio.

Size (bits per edge)

name

W=16 W=32 W=64
cnr-2000-hc 1.95 1.87 1.82
cnr-2000 2.31 224 2.20
in-2004-hc 1.34 1.33 1.31
in-2004 1.71 1.69 1.68
eu-2005-hc 2.60 2.49 243
eu-2005 2.99 2.89 2.83
uk-2002-hc 1.42 1.38 1.35
uk-2002 1.79 1.76 1.73
tw-2010-hc 12.05 12.00 11.95
tw—-2010 12.18 12.13 12.09
uk-2007-02-hc 0.95 0.92 0.90
uk-2007-02 1.23 1.20 1.18

Table 7.3: Effects of changing window size.

Next, we compare the effect of changing the window size W, choosing between
values of 16, 32, and 64. The results are reported in Table 7.3. They show that increasing

window size gives significant, although diminishing, savings on compressed size.

Finally, we compare the effect of changing the number of iterations through which
reference lists are chosen (see Subsection 7.2.2), varying between 1 (corresponding to
only using the simple fixed model) to 3. The results are shown in Table 7.4. They show
that using a non-fixed model provides significant savings compared to the fixed one. On
the other hand, further refinement of this model does not improve the compressed size,

and is thus not worth the extra encoding effort.

As a consequence of these results, we perform further experiments using k = 4,i =1,
j =0, W = 32, and 2 rounds of reference selection. We remark that W = 64 would have
achieved better compression, but the WebGraph dataset was compressed using W = 32.

We therefore pick this value for ease of comparison.
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Size (bits per edge)
name

1iter. 2iter. 3iter.
cnr-2000-hc 1.87 1.84 1.84
cnr—-2000 2.24 2.19 2.19
in-2004-hc 1.33 1.31 1.31
in-2004 1.69 1.65 1.65
eu-2005-hc 2.49 2.46 2.46
eu-2005 2.89 2.83 2.83
uk-2002-hc 1.38 1.36 1.36
uk-2002 1.76 1.72 1.72
tw—2010-hc 12.00 11.97 1197
tw—-2010 12.13 12.12 12.12
uk-2007-02-hc 0.92 0.91 0.91
uk-2007-02 1.20 1.18 1.18

Table 7.4: Effects of changing number of iterations for reference list selection.

bits/edge

name

greedy approx
cnr-2000 2.49 224
in-2004 1.82 1.69
eu-2005 3.18 2.89
uk-2002 1.95 1.76
tw-2010 1229 1213

uk-2007-02 1.36 1.20

Table 7.5: Comparison of the compressed size achieved by using the greedy algorithm
used by WebGraph for reference selection and the size achieved by our approximation
algorithm described in Subsection 7.2.2.

Effect of Approximation Algorithm and Context Modeling

We evaluate the gain from using the improved algorithm for reference selection (in
Subsection 7.2.2), as opposed to the simple greedy algorithm used by WebGraph. The
results are shown in Table 7.5. We remark that, as the reference selection is employed
only when list decompression is supported, the table does not report results for the ~hc

version of the graphs.

We also report the effects of disabling Zuckerli’s context model, by using the same
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name bits/edge

no ctx model default
cnr-2000-hc 217 1.84
cnr—-2000 247 2.19
in-2004-hc 1.55 1.31
in-2004 1.86 1.65
eu—-2005-hc 2.84 2.46
eu—-2005 3.14 2.83
uk-2002-hc 1.58 1.36
uk—-2002 1.92 1.72
tw—2010-hc 13.21 11.97
tw—-2010 13.27 12.12
uk-2007-02-hc 1.04 0.91
uk—-2007-02 1.31 1.20

Table 7.6: Effects of disabling Zuckerli’s context model.

probability distribution for all the entropy coded symbols. The results are shown in
Table 7.6.

The results show that the gains from the approximation algorithm are significant,
reaching up to 12% for web graphs, and also providing some benefits for social networks
like tw-2010. The gains from the context model are similar.

We remark that this improvement is significant in a lossless compression context. In
comparison, one of the most well-known advances in general purpose compression, the
Burrows-Wheeler Transform [30], achieved roughly a 16% size reduction compared to

previous approaches.

Compression Results and Resource Usage

For the chosen set of parameters, we report the compression speed and the resulting
compression ratio on various graphs. We also compare the resulting compressed size
with the ones achieved by WebGraph and by Graph Compression By BFS (GCBES),
k2-trees, List Merging (LM) and Backlinks. To perform this comparison, we use the
tiles available from the WebGraph corpus itself, without any recompression, and the
implementation of GCBFS that is available at https://github.com/drovandi/
GraphCompressionByBFS, with parameters | = 10000 for full decompression and

| = 8 for list decompression. We include two publicly available implementation for k2-
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compression

bits/edge
name speed &

(106¢/s) Zuckerli  WebGraph GCBFS k>-trees LM Backlinks
cnr-2000-hc 1.01 1.84 245 133% 1.88 102% - 228 123% -
cnr-2000 0.89 219 312 142% 2.72 124% 3.12 142% 3.46 158% 1051 480%
in-2004-hc 1.19 1.31 176 134% 142 108% - 1.74  132% -
in-2004 1.03 1.65 215 130% 216 131% 225 136% 2.60 157%  9.62 583%
eu-2005-hc 1.03 246 3.16 128% 2.81 114% - 234  95% -
eu-2005 0.97 283 372 131% 350 124% 3.23 114% 348 123% 10.26 362%
bn-jung-hc 1.04 207 257 124% 497 240% - 2.86 138% -
bn-jung 1.01 241 296 123% 478 200% - 321 133% 3.52 146%
uk-2002-hc 1.15 1.36  1.80 132% 1.71 126% - 1.78 130% -
uk—-2002 1.03 1.72 224 130% 243 141% 226 131% 266 154% 1054 613%
hw-2009-hc 0.69 426 480 113% 7.29 171% - 511 120% -
hw-2009 0.60 447 494 111% 751 168% 6.76 151% 583 124% 4.76 106%
tw-2010-hc 0.50 1197 13.89 116% 15.34 128% - 13.75 115% -
tw—2010 0.42 1212 1446 119% 1521 125% 1953 161% 15.70 129% 1543 127%
pp-miner—hc 1.02 348 380 109% 4.60 132% - 434 124% -
pp-miner 0.99 381 437 114% 4.60 120% - 519 136% 3.73 98%
uk-2007-02-hc 1.63 091 1.18 130% 1.28 141% - 1.06 116% -
uk—-2007-02 1.53 118 156 132% 1.80 152% 258 219% 1.62 137% 8.03 681%
eu-2015-hc 1.46 074 089 120% - - - -
eu-2015 1.34 092 120 130% - - - -

Table 7.7: Comparison of compressed size between Zuckerli, WebGraph, Graph Compression with BFS, k2-trees, Backlinks
and LM (up to LM-16 for random access, up to LM-64 for high compression). We report compression speed and bits per edge
for Zuckerli, and bits per edge and relative size with respect to Zuckerli for the other methods. The GCBFS encoder crashed
when compressing eu-2015. Other methods were not run on eu-2015 because the available implementations couldn’t
handle graphs of this size within the available RAM. The k?-tree compression code crashed on pp-miner and bn-jung.
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trees: the one at https://1bd.udc.es/research/k2tree/ and the one available
in the SDSL-lite library [51], modified to not consider the cost of the rank data structures,
which are only required for navigation and are not accounted for in the other algorithms;
we report the best result of the two implementations, for all graphs where they both ran to
completion. In particular, the implementation at https://lbd.udc.es/research/
k2tree/ did not successfully compress tw-2010 and uk-2007-02. Experiments have
been run with k = 2,3,4 and the best result was reported. For the LM algorithm the
implementation provided by the authors was used; a chunk size of 16 was chosen
for list decompression (which provides access times comparable to WebGraph), while
for full decompression a chunk size of 64 was chosen (the same setting used in the
original paper). The Backlinks algorithm uses the implementation available at https:
//github.com/snuke/backlinks—-compression.

The results are shown in Table 7.7. They show that Zuckerli typically achieves 20%
to 30% size savings when compared to WebGraph on web graphs and brain networks,
and 10% to 15% size savings on social and protein interaction networks. In compari-
son, GCBEFS achieves worse compression ratios than WebGraph in the larger datasets
(hw-2009, tw-2010, uk-2007), and worse compression ratios than Zuckerli in all
datasets (by up to 42%). WebGraph achieves significantly better compression than LM
in the “list decompression” cases, and similar compression in the “full decompression”
cases. Backlinks achieves significantly worse compression than WebGraph in all cases
but three. Moreover, the decompression speed reported in the introductory paper for
most algorithms is comparable with the one of WebGraph. Thus, we decide to run
the remaining experiments comparing only with WebGraph, given that decompression
speed is not the focus of Zuckerli as long as it is acceptable for general use.

We also compare Zuckerli’s compression ratios to those achieved by k?-trees and
2D-Block Trees [24]. While those data structures allow for single edge queries and
reverse neighbour listing, Zuckerli only allows, in its least dense configurations, for
individual forward adjacency list queries. Thus, the methods are not directly comparable.
However, according to the results reported in [24] and in Table 7.7, both representations
are significantly less dense than Zuckerli, with the best of the two producing compressed
representations bigger by 30% or more in most cases. Further, according to the reported
speed, the faster of the methods is able to process roughly 200 thousand edges per
second, due to the intense use of sophisticated succinct data structures causing many
cache misses, which is orders of magnitude slower than Zuckerli.

Finally, while we did not perform a direct comparison with LogGraph [13], we remark

that while it offers improved performance for list access compared to WebGraph, it does
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residuals
name degree reference  block first  oth. total
cnr-2000-hc 0.24 0.23 036 034 0.65 1.84
cnr—-2000 0.27 0.24 0.33 041 092 2.19
in-2004-hc 0.20 0.17 0.26 024 044 1.31
in-2004 0.22 0.19 024 032 0.68 1.65
eu-2005-hc 0.15 0.14 040 032 145 2.46
eu-2005 0.16 0.14 036 038 1.79 2.83
uk-2002-hc 0.19 0.16 0.23 024 054 1.36
uk-2002 0.20 0.16 0.21 032 0.80 1.72
hw-2009-hc 0.05 0.02 034 0.09 373 4.26
hw-2009 0.05 0.02 033 010 3.95 4.47
tw-2010-hc 0.15 0.09 0.30 0.61 10.21 11.97
tw-2010 0.15 0.09 027  0.62 10.29 12.12
uk-2007-02-hc 0.09 0.07 014 014 042 0.91
uk-2007-02 0.09 0.07 0.12 0.19 0.60 1.18

Table 7.8: Breakdown of bit allocation, reported as bits per edge.

not achieve better compression ratios, as reported in [13]. [13] also shows experimental
evidence of WebGraph exhibiting higher compression ratio than [13, 1, 17].

We also explore how the bit budget of Zuckerli is spent across the various parts of the
graph that get encoded: degrees, references, blocks, and residuals, with the first residual
being considered separately. The results are shown in Table 7.8. They show a remarkable
difference between web graphs and social networks. Indeed, in social networks, almost
all the bits are spent encoding residuals, while in web graphs the fraction of bits used
for residuals is not as significant. This can be explained by the greater effectiveness
of the block copying mechanism on web graphs, due to greater similarity in outgoing

adjacency lists.

Performance Evaluation

We evaluate the performance characteristics of Zuckerli by comparing its running time
and memory usage for running depth-first and breadth-first traversals with WebGraph
(only for the variants that allow access to single lists), as well as with uncompressed
graphs, as a baseline. Those algorithms were chosen to obtain real-world access patterns

for adjacency lists, and every list was decompressed exactly once. The running time and
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Figure 7.2: Speedup obtained by Zuckerli when computing the sum of the endpoints
of all the edges using a variable number of cores on uk-2007-02. The dashed line
represents the ideal speedup.

97



7. GRAPH COMPRESSION IN PRACTICE

uncompressed Zuckerli WebGraph

name

time pus/adjlist memory time ps/adjlist memory time ps/adjlist memory
cnr-2000 DFS 15 0.04 17 300 0.92 10 395 1.21 186
cnr-2000 BFS 13 0.04 17 302 0.92 10 389 1.19 181
in-2004 DFS 72 0.05 79 1319 0.95 32 1300 0.94 262
in-2004 BFS 68 0.05 79 1326 0.95 32 1392 1.00 408
eu-2005 DFS 89 0.10 84 1278 1.48 30 1542 1.78 293
eu-2005 BFS 80 0.09 84 1285 1.49 30 1764 2.04 381
uk-2002 DFS 2791 0.15 1315 20808 1.12 422 17974 0.97 1778
uk-2002 BFS 1556 0.08 1314 21256 1.14 431 19865 1.07 1956
hw-2009 DFS 328 0.28 458 3922 3.44 147 6499 5.70 451
hw-2009 BFS 320 0.28 458 3871 3.39 148 6366 5.58 429
tw-2010 DFS 11403 0.27 6069 115120 2.76 5094 196588 4.71 13377
tw-2010 BFS 11400 0.27 6156 114356 2.74 5154 192121 4.61 13587
uk-2007-02 DFS 13154 0.11 16286 154338 1.40 2883 177945 1.61 2248
uk-2007-02 BFS 13155 0.11 16287 156467 1.42 2936 179206 1.62 2781

Table 7.9: Running time (in milliseconds) and memory usage (in MB) for running breadth-first and depth-first search on
both the uncompressed and the compressed representations (both with Zuckerli and WebGraph) of various graphs. We also
report the average time (in ys) to access each adjacency list.
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Zuckerli WebGraph

name

time memory time memory
cnr-2000-hc 0.03 5 0.36 107
cnr—-2000 0.03 4  0.36 109
in-2004-hc 0.14 7  0.66 179
in-2004 0.14 6 0.63 182
eu-2005-hc 0.18 10 0.67 179
eu—-2005 0.18 9 0.71 176
uk-2002-hc 2.20 54 493 763
uk-2002 2.16 65 5.08 829
hw—-2009-hc 1.35 64 236 175
hw-2009 1.33 65 2.38 171
tw—2010-hc 28.19 2415 36.53 1308
tw—-2010 24.50 2439 35.65 1719
uk-2007-02-hc 21.32 445 46.61 1701
uk—-2007-02 20.84 573 49.25 1617

Table 7.10: Running time (in seconds) and memory usage (in MB) for decompressing the
graphs sequentially with Zuckerli and with Webgraph.

the memory usage are reported in Table 7.9. We also compare the time and memory
usage for running a full sequential decompression of the graphs, with results reported
in Table 7.10.

From these comparisons, it emerges that the memory usage for decompression and
random access required by WebGraph and Zuckerli is very different, with both methods
using less memory in some situations. This can be explained by the different language of
the implementation (C++ and Java), as well as the fact that WebGraph uses lazy iteration
on adjacency lists, to avoid decompressing them fully to memory. While this can in
principle be supported by Zuckerli, it was not implemented in this version of the code.

Regarding running time, Zuckerli is often faster than WebGraph. This is due to the
fact that Zuckerli requires less memory bandwidth than WebGraph (as it uses less bits
for compression), and that it is written in highly optimized C++ code.

Finally, to evaluate the scalability of Zuckerli on multiple cores, we wrote a simple
program that computes the sum of all endpoints of all edges of a graph, and we ran it on
uk-2007-02 using 1, 2, 4, 8, 16, 32 and 64 cores. The results are shown in Figure 7.2 and
show Zuckerli’s good scalability; the speedup is likely limited by memory bandwidth.
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Further improvements on the Zuckerli scheme

We will now show two improvements over the Zuckerli scheme described so far, for

full decompression. We achieve those improvements by using the context modeling

techniques from Section 4.1 and Section 4.2, as well as a new reference selection method.

Tree-based context modeling

We apply the tree building heuristic from Section 4.2, followed by the clustering heuristic

from Section 4.1, to degrees, reference offsets, block counts, block sizes and residuals,

defining C for each of them as follows:

* For degrees, C is a 3-tuple formed by the current node id 7, the delta between the

degree of nodei — 1 and i — 2, and the degree of node i — 1.

For reference offsets, C is a 3-tuple formed by the current node id i, the reference
offset of i — 1 and the degree of the current node (because we expect a lower degree

node to be less likely to use a reference).
For block counts, C is a pair containing the current node and its reference offset.

For block sizes, C for the j-th block of node i contains i, the reference offset for
node i, j, the number of remaining blocks for the current node, j mod 2 (since
even and odd blocks have different meanings), the size of block j — 1 and the size
of block j — 2.

For residuals, C for the j-th residual of node i contains i, j, the value with respect
to which the current residual is delta-coded, the number of remaining residuals to
decode, and the length of the previous gap between residuals.

As an example, when encoding the residuals in the adjacency list from Figure 7.1 we

have the following values for C:

100

* [7,0,7,4,0] for encoding —4: this is the first residual edge, hence the previous gap

is set to 0, and delta-encoding is done with respect to the current node index.

* [7,1,5,3,9] for encoding 3: this is the second residual edge, hence the previous gap

might be negative and is thus represented using the bijection of Equation (7.1).

* [7,2,9,2,3] for encoding the first 0.

* [7,3,13,1,0] for encoding the second 0.
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Algorithm 6: Algorithm to get candidates for reference list selections, using a
search buffer of size k.

Function Init ():

last < n x k array filled with n;

last_idx < n-sized array filled with 0;

Function UpdateAfterNode (i):
/* used after finding candidates for i and before i+1 */
forx € N* (i) do
last[x][last_idx[x]] < i
L last_idx[x] < (p+1) mod k;

Function GetCandidates (i):
candidates <— empty hash-map;
for x € N*(i) do

for v € last]x] do

if v # n then
/+* missing entries are treated as 0 */
candidates[v] < candidates[v] + 1;

| return keys from candidates with the W highest values;

Reference selection algorithm

The new reference selection algorithm differs from the one used in Zuckerli by, instead
conducting an exhaustive search among the previous W nodes to find the one with the

best size reduction, selecting candidate nodes by the following procedure:

* For each edge of node i, increment a counter by 1 for the last k nodes in the graph
that also have that edge.

¢ Sort all nodes by decreasing order of their counter.

¢ Select the top W nodes in the resulting order.

Moreover, we also tweak the heuristic for deciding the best candidate, by adding to
the cost a term that is logarithmic in the gap between the reference list and the current
list: this estimates the cost of encoding the reference id itself.

The above procedure can be executed in O(mk) time and using O(n) extra memory:
it is sufficient to keep a buffer of size k for the last k occurrences of a given node; then,
for every node there will be < Ak elements to sort; as we only need to know the

top W elements, this can be done using for example the Quickselect algorithm, for a
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name Zuckerli tree tree+tref
cnr-2000-hc 1.89 1.57 1.53
cnr—-2000-nat-hc 2.07 1.58 1.47
in-2004-hc 1.33 1.14 1.14
in-2004-nat-hc 1.56 1.22 1.12
bn-jung-hc 207 197 1.92
uk-2002-hc 1.37 1.26 1.22
uk—-2002-nat-hc 1.52 1.31 1.21
tw—2010-hc 12.10 11.42 11.45
tw-2010-nat-hc 13.63 12.67 12.61
pp-miner-hc 3.48 3.42 3.55
sk-2005-hc 1.26 1.06 0.99
sk—-2005-nat-hc 1.97 1.49 1.10

Table 7.11: Effects of tree-based context modeling and of the new reference selection
algorithm on Zuckerli compression.

running time of O(A;k). A more detailed description of the algorithm may be found
in Algorithm 6.

This heuristic is intended to find in the graph adjacency lists that share a large
number of edges with the current list: indeed, if we consider the case of k = oo, the
counters computed by the heuristic correspond exactly to the size of the intersection
between the current and candidate adjacency lists. In this sense, the algorithm shares
some similarities with the shingle ordering heuristic [34], which tries to sort a network
so that nodes with a high Jaccard similarity are close together.

However, the version of the algorithm with unbounded k has O(mn) time complexity
and O(n?) space complexity , which is not feasible for large graphs. Instead, we keep
track of a sliding window of the last k adjacency lists in which each node occurs, similarly
to how LZ77 matching is often done with a sliding window,

Experimental results

Table 7.11 reports the results of applying these two techniques to some of the graph
used in the experimental evaluation of Zuckerli. We remark that tree-based context
modeling has a very significant cost both for encoding and decoding time (about 10x
and 3x respectively), and thus we conducted a smaller experimental evaluation, without
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considering the list decompression case as access times would be impractical. We also
studied the impact of these compression improvements over the graphs in natural order,
i.e. without the usage of the LLP node reordering scheme [20], that gives significant
density improvements to both WebGraph and Zuckerli.

We first discuss the changes on Web Graphs. From the results in Table 7.11, we can
observe that when using the compression scheme using both tree context modeling
and the new reference selection the gap between natural and LLP order is significantly
reduced, in some cases with the natural order even achieving better density.

As an explanation for the improved performance, we observe that the objective of
LLP is to bring closer together nodes with similar adjacency lists, while at the same
time reducing the gap between node IDs in each list. However, with the new reference
selection algorithm it is no longer as important for nodes to be close together; moreover,
tree-based context modeling can use the destination node ID of the previously-decoded
edge, which allows the context model to encode information about the gaps in adjacency
lists.

The results in Table 7.11, we can conclude that tree-based context modeling further
reduces the compressed size by a 8 — 15% factor for Web Graphs, and the new reference
selection algorithm gives a further 3 — 7%. The improvements are even greater for
graphs in natural order, achieving up to 80% size reduction in some cases and often
producing the same size, or smaller, as when using LLP.

These conclusions also extend to brain networks such as bn—jung.

Finally, we observe that these techniques also benefit social networks such as
tw-2010 and protein interaction networks such as pp-miner, although the improve-
ment is not as significant.

However, both graphs show some degradation when switching to the new reference
algorithm. The worse performance in these cases can likely be explained by the different
structure of the networks; it is interesting to note that, as seen in Table 7.7, these are also
the graphs where Backlinks has the best results compared to Zuckerli.
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CHAPTER

CONCLUSIONS

N THIS THESIS we presented a theoretical and practical study of compression of
large graphs, as well as novel techniques for encoding integers and for managing
large context spaces in entropy coding.

From the theoretical perspective, we studied six different graph models, deriving
lower bounds on their entropy and providing polynomial-time compression algorithms
that are able to match (or almost match) these lower bounds up to lower-order terms,
thus proving their optimality. In particular, we generalized a result obtained in [72] on
the entropy of graphs from the Preferential Attachment model, and proved that they
can be compressed in an asymptotically optimal way in polynomial time.

From the practical perspective, we introduced a novel compression scheme for large
graphs that achieves significant space savings for compression of web graphs, brain
networks, social networks and protein interaction networks compared to state-of-the-
art schemes, such as the WebGraph framework, while retaining high performance for
decoding operations. Experimental results show that the savings can be quantified
as being about 25% on web graphs and brain networks, 12% on social networks and
protein interaction networks, both for the full and the list decompression use cases. This
improvement was achieved in part thanks to the novel integer encoding scheme that

was introduced and analyzed in this thesis.

We introduced novel techniques for managing a large context space when doing
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higher order entropy coding, and applied them to the proposed graph compression
scheme. We also proposed a new reference-finding algorithm for graphs that is less
reliant on the specific ordering of the nodes in the graph. The combination of these two
techniques improves the compression density for web graphs and brain networks in the
full decompression case by a further 12% to 27%, and for social networks and protein
interaction networks by about 5%.

The proposed scheme can achieve significantly improved compression density on
graphs in natural order, i.e. graphs that have not been permuted to fit a specific compres-
sion scheme. These improvements are often significant enough to result in graphs in

natural order that have the same compressed size as graphs permuted using LLP [20].

Future work

An interesting question that comes natural when observing the compression density
achieved by the tree-based context modeling techniques is whether those techniques can
be applied to other compression tasks with similar benefits.

We know from JPEG XL that tree-based context modeling can achieve state-of-the-
art compression ratios for images. A text compressor using similar techniques could
potentially achieve significant improvements over existing text compressors.

Further improvements in compression ratio may be achieved by employing different
strategies for tree constructions. Techniques from machine learning, such as genetic
algorithms and gradient-based methods, could allow construction of better context trees
while still allowing manageable complexity.

Another direction of improvement for tree-based context modelling is studying how
to enhance its decompression speed; for this, one possibility would be for example to
use a compiler to produce optimized executable code that represents a specific tree, as
well as combining multiple levels of the decision tree together to make better use of the
superscalar architectures of modern CPUs.

Regarding graph compression specifically, an interesting future direction of study is
in the domain of graph permutations and, more specifically, in investigating whether
a heuristic for graph reordering that is based on the same ideas as the novel reference
selection heuristic proposed in Section 7.4 would provide better compression compared
to other state-of-the-art permutation techniques.

Finally, it would be interesting to study how to extend the Zuckerli model to labeled
and/or weighted graphs, as those graphs tend to be more used in real-world applications

and require inherently more memory.
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